Comparing the impacts of tropical SST variability and polar stratospheric ozone loss on the Southern Ocean westerly winds
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Westerly wind trends at 850 hPa over the Southern Ocean during 1979-2011 exhibit strong regional and seasonal asymmetries. On an annual basis, trends in the Pacific Sector (40°S-60°S; 70°W-160°W) are three times larger than zonal-mean trends related to the increase in the Southern Annular Mode (SAM). Seasonally, the SAM-related trend is largest in austral summer, and many studies have linked this trend with stratospheric ozone depletion. In contrast, the Pacific Sector trends are largest in austral autumn. We propose that these asymmetries can be explained by a combination of tropical teleconnections and polar ozone depletion. Six ensembles of transient atmospheric model experiments, each forced with different combinations of time dependent radiative forcings and SSTs, support this idea. In summer, the model simulates a positive SAM-like pattern, to which ozone depletion and tropical SSTs (which contain signatures of internal variability and warming from greenhouse gasses) both contribute. In autumn, the ensemble-mean response consists of stronger westerlies over the Pacific Sector, explained by a Rossby wave originating from the central equatorial Pacific. While these responses resemble observations, attribution is complicated by intrinsic atmospheric variability. In the experiments forced only with tropical SSTs, individual ensemble members exhibit wind trend patterns that mimic the forced response to ozone. When our analysis is applied to 1960-2000, the primary period of ozone loss, ozone depletion largely explains the model’s SAM-like zonal wind trend. The time-varying importance of these different drivers has implications for relating the historical experiments of free-running, coupled models to observations.
1. Introduction

One of the most-discussed aspects of Southern Hemisphere (SH) climate change of the past several decades is the intensification and poleward shift of the midlatitude jet, reflected in stronger westerly winds between 50°S and 70°S throughout the depth of the troposphere (e.g. Thompson et al., 2011; Previdi and Polvani, 2014). This wind shift projects on the positive phase of the Southern Annular Mode (SAM), which is commonly defined as the leading empirical orthogonal function (EOF) of extratropical, lower tropospheric geopotential height anomalies (Thompson and Wallace, 2000). The positive trend in the SAM has been linked with a reduction in the Southern Ocean carbon sink (e.g. Le Quéré et al., 2007; Lovenduski et al., 2008), shifts in the spatial distribution of precipitation (Kang et al., 2011; Previdi and Polvani, 2014), and cooling trends in East Antarctic surface climate (Marshall, 2007; Nicolas and Bromwich, 2014). There have also been significant regional, non-zonal trends in the atmospheric circulation at mid to high latitudes, contributing to Antarctic sea ice anomalies (Holland and Kwok, 2012; Li et al., 2014) and to warming trends on the Antarctic Peninsula (Ding et al., 2013) and in West Antarctica (Ding et al., 2011; Schneider et al., 2011).

The most-cited cause of the increase in the SAM since the early 1960s is polar stratospheric ozone depletion (e.g. Thompson et al., 2011; Previdi and Polvani, 2014). In observations over Antarctica, the austral summer increase in the SAM during 1969-1998 broadly parallels the drop in total column ozone concentration (Thompson and Solomon, 2002). The response to ozone depletion—a positive trend in the SAM—is consistent across a wide variety of models and experimental designs (e.g. Gillett and Thompson, 2003; Son et al., 2010; Polvani et al., 2011; Eyring et al. 2013). Generally, the circulation response to ozone depletion has been attributed to
polar stratospheric cooling, which strengthens the meridional temperature gradient between the polar and middle latitudes. This leads to a thermal wind response, but the exact mechanisms of the SAM response remain unclear (e.g. Thompson et al., 2011). The zonal wind response to ozone depletion also resembles the circulation response to tropical heating anomalies associated with global warming or ENSO (e.g. Lu et al., 2008; Sun et al., 2013; Vallis et al., 2014). At least one study has argued that rising SSTs, rather than ozone depletion, were the main cause of zonally symmetric circulation trends in the SH during the 20th Century (Staten et al., 2011). As with the response to ozone depletion, there is not consensus on the most important mechanisms of the response to tropical warming (Vallis et al., 2014). The prevailing argument is that the rising SSTs lead to a meridionally broad, mid-tropospheric warming in the tropics, which alters the meridional temperature gradient, pushing the latitude of baroclinicity polewards, resulting in a poleward shift of the jet (Vallis et al., 2014).

Apart from Staten et al. (2011), the role of tropical SST forcing in the context of observed SH circulation trends has been interpreted in terms of poleward propagating Rossby waves, which are associated with zonally asymmetric circulation patterns at mid- and high- latitudes. These waves, fueled by anomalous deep convection and latent heating in the tropics, are the main pathway of tropical-Antarctic linkages. Several studies, including Ding et al (2011; 2013), Li et al. (2014), Simpkins et al. (2014), and Schneider et al. (2011) have linked recent trends in the zonally asymmetric high-latitude circulation with Rossby waves generated in the tropics.

The recent trends in the tropics reflect, in part, a shift to the negative phase of the Pacific Decadal Oscillation (PDO) since the late 1990s, characterized by decadal-scale cooling of the central and eastern tropical Pacific (e.g. Trenberth et al., 2014) and strengthening of the Pacific
trade winds (England et al., 2014). “Missing” PDO and ENSO teleconnections may be a reason for the underestimation of late 20th Century SH zonal wind trends by coupled models participating in the Coupled Model Intercomparison Project, Phase 5 (CMIP5) historical experiment (Mahlstein et al., 2013). In these experiments, the models generate their own tropical variability. If this variability does not sync with the phases of the actual PDO and related phenomena like ENSO, these model simulations are unlikely to exhibit the trends in the tropically driven teleconnections that explain a large part of recent Antarctic climate trends (e.g. Ding et al., 2011, 2013; Schneider et al., 2011).

Another source of deficiency in CMIP5 simulations may be traceable to the external forcing datasets prescribed. In particular, ozone depletion might be underestimated in some forcing datasets due to sparse source data (Eyring et al., 2013; Hassler et al., 2013) or to limited spatial (Waugh et al., 2009) or temporal resolution (Neely et al., 2014). The sensitivity experiments of Young et al. (2014) suggest that the stronger the ozone depletion prescribed to a given model, the stronger the circulation response.

Over the past several decades, a negative trend in the PDO (reflecting the shift from the positive phase to negative phase in 1998; see Trenberth et al. (2014)) coincided with a decline of ozone concentration over Antarctica to historically low values. In this study, we investigate the impacts of these two trends on the SH atmospheric circulation using multiple ensembles of transient atmospheric model integrations in which observed tropical SSTs (which capture the variability of the PDO) and different combinations of radiative forcings are prescribed. While previous work provides descriptions of the responses to ozone depletion and tropical SSTs separately, few
studies have directly compared and quantified these two responses, and assessed the extent to which they combine to explain the observed trend patterns. We also highlight the role of intrinsic variability through inclusion of results from individual ensemble members, and discuss how it can complicate attribution.

For the response to ozone depletion, the sensitivities to two different forcing datasets are compared; one of these has relatively aggressive ozone loss, while the other has been widely used, but criticized for its relatively weak ozone depletion. We group non-ozone radiative forcings (including greenhouse gasses (GHGs), natural and anthropogenic aerosols, solar variability, etc.) into a single category of “other” forcing. This is motivated by the fact that the direct impacts of these other radiative forcings (that is, the components of the response not mediated by SSTs) have been previously found to be very small relative to the effects of ozone and SSTs (e.g. Deser and Phillips, 2009; Polvani et al., 2011; Staten et al., 2012; Grise and Polvani, 2014). Our experiments do not address the extent to which the tropical SSTs themselves have changed in response to external forcing, or conversely, how tropically generated variability might have influenced stratospheric ozone concentrations.

Although the bulk of our analysis is focused on the period 1979-2011, our experiments are conducted over a longer time period with a view towards future work as well as an examination of sensitivity to the time period of analysis. Different time periods are characterized by different superpositions of tropical variability and ozone loss than is 1979-2011, with implications for the relative roles of different forcings.

2. Experiments, data and methods
This study uses the Community Atmosphere Model, version 4 (CAM4), configured at a 0.9° latitude x 1.25° longitude horizontal resolution with finite volume dynamical core and 26 vertical levels (Neale et al., 2013). CAM4 simulates realistic SH circulation responses to tropical variability (Wilson et al., 2014). Its predecessor, CAM3, has been widely used to study the response to stratospheric ozone depletion (Polvani et al., 2011; Young et al., 2014).

Six ensembles of transient experiments are conducted with CAM4, as outlined in Table 1. The first two ensembles consist of ozone sensitivity experiments, forced by time-varying ozone concentrations from two different ozone datasets described below. In these experiments, SSTs, sea ice concentrations, and non-ozone radiative forcings are held to seasonally varying climatologies. The remaining four ensembles use common SST and sea ice concentration lower boundary conditions: Observed time-varying tropical SSTs are prescribed over 28°N-28°S and a seasonally varying climatology for SSTs and sea ice concentrations is used polewards of 35°. Between 28° and 35° in both hemispheres, the SST anomalies are tapered by adding damped anomalies (linearly weighted by latitude) to the climatologies. The “Tropical SST” (or “TSST” for brevity) experiment is forced by time-varying tropical SSTs only; the radiative forcings have no time dependence beyond the seasonal cycle. The “Partial Radiative Forcing” experiment is forced by time-varying tropical SSTs plus all radiative forcings except ozone. The final experiments, referred to as the “Full Forcing” (or “Full” for brevity) experiments, are forced by time-varying tropical SSTs and the full suite of radiative forcings including ozone. In all experiments the external forcings without time dependence beyond the seasonal cycle are set to
climatological values for the year 2000; the SST and sea ice concentration climatologies are based on the period 1900-2010. All experiments have five ensemble members, initialized from different atmospheric states taken from a control simulation of the coupled version of CAM4, the Community Climate System Model, version 4 (CCSM4, Gent et al., 2011).

b) Boundary conditions, reanalysis and observations

The SST and sea ice concentration boundary conditions are from the dataset of Hurrell et al. (2008). For the non-ozone external forcings, the datasets are the same as used for the CMIP5 20th Century Historical experiments with CCSM4 (Gent et al., 2011). The external forcings are extended beyond the year 2005 with values from the Representative Concentration Pathway 8.5 (Vuuren et al., 2011).

The first ozone dataset, referred to as the Stratosphere-troposphere Processes and their Role in Climate (SPARC) dataset, was developed for and widely used by numerous models for their CMIP5 historical experiments (Cionni et al., 2011; Eyring et al., 2013). The SPARC data are monthly mean, zonal mean, vertically resolved ozone fields. For the primary period of interest here (1979-2011), the SPARC stratospheric ozone data are based on regression fits (representing different timescales and processes of variability) to ozonesonde observations. However, these observations are sparse: SPARC included observations from only one location in the SH polar region, Swoya station (69.0°S, 39.6°E). As Syowa is located near the edge of the polar vortex, it does not experience the severe ozone depletion that can occur in the deep interior of the polar vortex (Eyring et al., 2013.). Comparing the SPARC austral spring polar stratospheric ozone values (65°S-90°S; 100 hPa-10 hPa) with a more complete set of in-situ ozonesonde
measurements, Hassler et al. (2013) find that SPARC values lie within but towards the high end of the observed range.

The second ozone dataset consists of monthly averaged ozone concentrations calculated interactively by the Whole Atmosphere Community Climate Model (WACCM), a “high-top” chemistry-climate model (Marsh et al., 2013). This dataset, referred to here as the WACCM ozone dataset, is independent of the SPARC dataset, as it is based on a model experiment with specified emissions of ozone depleting substances (Marsh et al., 2013), rather than on direct ozonesonde observations. Unlike the zonal-mean SPARC data, the WACCM data vary with latitude and longitude. In austral spring, WACCM-estimated ozone concentrations agree very well with Antarctic ozonesonde observations over the 1979-2005 period, while in summer, WACCM’s ozone depletion is too severe, likely due the model’s seasonal polar vortex persisting too long (Marsh et al., 2013). Kay et al. (2015) describe the transformation of the WACCM-simulated ozone into a prescribed forcing dataset. Externally forced ozone variations are emphasized over the model-generated internal variability by applying a 10-year running mean to the WACCM ozone concentrations, using separate timeseries for each month.

Figure 1 compares WACCM and SPARC timeseries of relative ozone concentration over 65°S-90°S at 50 hPa in austral spring (September-October-November, SON) and summer (December-January-February, DJF). Both datasets are temporally smooth and exhibit a broadly similar progression of ozone loss in SON, with the maximum values occurring at the beginning of the period, and the minimum values occurring in the mid-1990s. WACCM ozone loss is more rapid than SPARC ozone loss. For example, during the 1980s, WACCM ozone declines by about 70% of its long-term mean value, but SPARC ozone declines by only about 40% of its long-term
mean value. From the mid 1990s onwards, SPARC ozone recovers somewhat, but WACCM
values remain very low. In DJF, the difference between the WACCM and SPARC timeseries is
more striking than in SON: WACCM exhibits strong ozone loss while SPARC has almost no
trend.

Trends in zonal wind and air temperature are computed from monthly fields of the ERA-Interim
(ERAI) Reanalysis (Dee et al., 2011). To place the reanalysis winds trends in the context of
other climate variables and observational data, the winds are compared with SSTs from the
Hurrell et al. (2008) dataset mentioned above, and rainfall data from the Global Precipitation
Climatology Project, version 2.2 (Adler et al., 2003). The ERAI data are chosen because among
the major reanalyses, ERAI is superior in terms of its depiction of the major circulation features
at high SH latitudes, and shows trends consistent with those in station-based, large-scale climate
indices (Bracegirdle and Marshall, 2012; Bracegirdle, 2013). For temperature, the main region
of interest here is the polar lower stratosphere. The ERAI temperature anomalies at 100 hPa
over 65°S-90°S show excellent agreement in terms of interannual variability and trends during
their period of overlap with the station-average upper-air temperature timeseries complied by
Screen and Simmonds (2012) (see Supplemental Material Fig. S1.). As the Screen and
Simmonds (2012) data have coarse temporal resolution and limited spatial coverage, they are not
directly used in this study.

c) Methods

The sensitivity experiments described above enable two methods to infer the role of ozone
forcing. First, the forced response to ozone can be obtained directly from the ensemble means of
the first two sets of experiments in Table 1. A second approach is to difference the ensemble
means of the Full Forcing and Partial Forcing integrations. Both approaches are applied for the
SPARC- and WACCM- forced ensembles separately and in combination. The austral summer,
1960-2000 zonal-mean zonal wind and temperature trends for these two methods and two ozone
datasets are compared in Supplemental Material Figure S2. In general, there are more noticeable
differences associated with the choice of dataset than with the method. The approximate
linearity of responses to external forcing, also found in previous studies (e.g. Deser and Phillips,
2009), supports use of the differencing method to infer the direct impacts of non-ozone radiative
forcings (hereafter referred to as “Other Forcing”). The response to Other Forcing is obtained by
differencing the ensemble means of the Partial Forcing and TSST integrations.

For a robust estimate of the forced response to ozone that leverages the strengths and weaknesses
to the two datasets, we use the mean of the responses to SPARC and WACCM ozone, that is, the
ensemble mean of all 10 single forcing integrations (5 runs using WACCM ozone and 5 runs
using SPARC ozone). Similarly, we will discuss the Full Forcing response as the ensemble
mean of all 10 of the Full Forcing integrations. However, we will also highlight the aspects in
which the responses to SPARC and WACCM ozone forcing are distinct, based on comparisons
of the 5-member ensembles.

Linear least-squares analysis is used to compute trends and regression coefficients. Throughout
this paper, the calculation of statistical significance is based on the two-sided t-test methodology
and adjustment for autocorrelation outlined by Santer et al. (2000). Both the sample size and the
degrees of freedom for indexing the critical t-value are adjusted according to the lag-1
autocorrelation of the residuals. Note that this significance test is based only on the trend and
variance of the observations or the ensemble mean of the model simulations. Another metric for
determining if a forced trend may be considered detectable is the signal-to-noise ratio (SNR),
where the signal is the ensemble-mean trend and the noise is the standard deviation of the trends
across ensemble members. This second approach better accounts for the internal variability as
estimated by the model than does the ensemble-mean timeseries approach, however, it is
typically more applicable for large ensemble sizes where the SNR is better constrained (e.g.
Deser et al., 2014). For the results emphasized here, namely the austral summer response of the
circumpolar zonal winds to tropical SSTs and ozone depletion, and the austral autumn response
of the zonal winds in the south Pacific basin to tropical SSTs, we estimate the SNRs in addition
to applying the $t$-test.

Seasons in this paper refer to the austral seasons, e.g. “summer” is December-January-February
(DJF). Non-conventional 3-month seasonal means are also used, referred to by the first letters of
the corresponding month names (e.g., JFM is the January-February-March mean).

3. Results

a. Zonal wind trends in the reanalysis

The pattern of 850 hPa zonal wind trends during 1979-2011 using all months (Fig. 2a) suggests
that the largest westerly (positive) wind trends on Earth have occurred over the Southern Ocean,
particularly in the Pacific Sector (outlined by the black box in Fig. 2a). Westerly trends extend
across the Southern Ocean at ~60°S, though they are not statistically significant at all longitudes.
Easterly (negative) wind trends cover most of the Pacific basin between 30°N and 30°S, with the largest values occurring in the central and western equatorial Pacific (white box in Fig. 2a). Negative SST trends (Fig. 2b) over much of the Southern Ocean accompany the westerly wind trends. The negative SST trends are consistent with oceanic responses to stronger westerlies via anomalies in mixed layer depth, Ekman transport, and air-sea heat fluxes (e.g. Sallée et al., 2010). In the Pacific basin of both hemispheres, the pattern of negative SST trends in the east and positive SST trends in the west resembles the negative phase of the PDO (England et al., 2014; Trenberth et al., 2014). The east-west contrast in SST trends is consistent with stronger trade winds and faster subtropical oceanic gyres (England et al., 2014). The negative rainfall trends over the central tropical Pacific (Fig. 2b) imply strongly negative diabatic heating anomalies, giving rise to the expectation of an atmospheric Rossby wave response that may impact the SH atmospheric circulation (Trenberth et al., 2014). With the zonal mean trend removed, the central and eastern Pacific cooling stands out as anomalous (Fig. 2f), which sets the stage for the circulation response in the model simulations described below.

To relate the observed wind trend pattern to the two leading modes of SH atmospheric circulation variability, an EOF analysis of the monthly zonal wind anomalies over 30°S-70°S is performed. The first EOF (Fig. 2c) explains 21% of the variance and is associated with anomalies of one sign between 30°S and 50°S and of the opposite sign between 50°S and 70°S. Wind anomalies associated with second EOF (Fig. 2d), which explains 13% of the variance, are largely confined to the Pacific, and are consistent with a wave-train extending from the tropics to the Antarctic. The zonal wind anomalies related to the second EOF reflect a cyclonic circulation feature centered near 60°S, 120°W. This is the approximate average position of the Amundsen
Sea Low, a semi-permanent low-pressure center that has deepened in recent decades (Raphael et al., 2015), consistent with the zonal wind trends in the Pacific sector.

The principal component (PC) timeseries of the two leading modes of zonal wind variability (Fig. 3a and 3b) both exhibit positive trends, but the trend in PC2 is larger than the trend in PC1, signaling the relatively larger trends in the Pacific Sector of the Southern Ocean. PC1 exhibits relatively high-frequency variability, and is highly correlated \((r = 0.88; \text{sig. at } 99\%)\) with the SLP-based SAM index of Marshall (2003), which is displayed in Figure 3c. Anomalies in PC2 exhibit greater persistence than anomalies in PC1, consistent with the idea that much of the variance in PC2 arises from tropical variability (both PDO and ENSO). Indeed, there is a correlation of \(r = 0.55 \text{ (sig. at } 95\%)\) between PC2 and the timeseries of zonal wind from the central equatorial Pacific (Fig. 3d), which in turn is correlated with the PDO index at \(r = 0.45 \text{ (sig. at } 95\%)\). Although PC2 has more high frequency noise than the equatorial Pacific index due to its extratropical emphasis, both timeseries show multi-year periods of positive anomalies, especially after the late 1990s when the PDO transitioned to its negative phase.

The EOF analysis reveals that the spatial pattern of the wind trend indeed projects onto the leading modes of variability. The zonal band of positive values between 50°S and 70°S projects onto the first mode, and the broader latitudinal extent of stronger positive values in the Pacific Sector projects onto the second mode. The trend pattern linearly congruent with the sum of the two modes, obtained by multiplying the leading two regression patterns (based on detrended data) by the trend of their respective PCs, and summing the two patterns (Fig. 2e), has a correlation of \(r = 0.84\) with the observed trend pattern (Fig.2a) over 30°S-70°S. The distinct timeseries corresponding to these leading modes suggests that two processes may be at play to
explain the observed zonal wind trend, the first largely focused on the zonal-mean circulation at high latitudes, and the second focused regionally on the Pacific Sector, with a significant connection to the tropics.

For comparison with the model integrations, we construct two indices of the monthly zonal wind field, guided by the observed EOF and trend patterns. The first index, correlated at $r = 0.96$ with PC1, is the areal average of the wind field over 50°S-70°S across all longitudes; this index is analogous to the SAM index and we will refer to its spatial signature as the SAM-like pattern. Second, a Pacific Sector index, correlated at $r = 0.87$ with PC2, is calculated as the areal average over the region outlined in Figure 2a (40°S-60°S; 70°W-160°W). Unlike the PCs, these indices are not necessarily orthogonal, and there is a small overlap in their domain. Nonetheless, these indices (Fig. 3e and 3f) exhibit temporal characteristics similar to their PC counterparts (Fig. 3a and 3b), with sufficient distinction to relate them to different driving processes.

Another defining characteristic of the zonal wind trend is its seasonality. Trends in the SAM-like pattern are highly seasonally dependent (Fig. 4), with the largest positive trend occurring in DJF, and near-zero or negative trends occurring in JJA through SON. Trends in the Pacific Sector are less seasonally dependent, with positive trends year-round, peaking and most significant in autumn. Annually, the Pacific Sector trend is three times larger than the trend related to the SAM. The spatial and seasonal asymmetries of the zonal wind trends are the key aspects that we highlight as we relate the observed trends, as estimated by the reanalysis, to the model experiments.

b) Modeled zonal wind trends: Spatial patterns and their seasonality
Figure 5 depicts the simulated ensemble-mean trends during 1979-2011. In response to Full Forcing, significant westerly trends extend across the Southern Ocean and easterly trends cover the central and western tropical Pacific (Fig. 5a). In the SH, the largest westerly trends occur in the Pacific Sector. This pattern is broadly similar to the trends in ERAI (pattern correlation over 30°S-70°S is 0.72 and globally, 0.62).

The trend pattern in the TSST ensemble (Fig. 5b) resembles that of the Full Forcing ensemble, showing again westerly trends across the Southern Ocean with stronger trends in the Pacific Sector. However, these trends are somewhat weaker than the trends in the Full ensemble. This difference is explained mainly by the Ozone response (Fig. 5c), characterized by westerly trends between 50°S and 70°S, and easterly trends between 30°S and 50°S, resembling the SAM pattern in Figure 2c. The sum of the TSST and Ozone trends (Fig. 5e) exhibits a strong pattern correlation (r = 0.80) over 30°S-70°S with the reanalysis trend, and closely resembles Full Forcing trend. This illustrates the approximate linearity of the responses to tropical SSTs and ozone, and suggests a minor role for Other forcing. Therefore, the remainder of this analysis focuses on the responses to tropical SSTs and ozone.

Figures 6 and 7 characterize the modeled circulation patterns in terms of the two zonal wind indices, and stratify their trends by season. Trends in the SAM-like pattern (Fig. 6) exhibit marked seasonality in the Full ensemble mean (Fig. 6a) both in terms of magnitude and statistical significance. The largest trends, significant at the p<0.01 level, occur in the late spring through early autumn, peaking in NDJ and DJF. The minimum trends occur in winter and early spring, similar to the reanalysis. The ensemble spread is also indicated in Fig. 6a by the thin lines; the
trends in ERAI (Fig. 6a, repeated from Fig. 4) lie within the range of individual ensemble members during all seasons, and all members have positive trends from OND thru DJF.

The ensemble-mean TSST trends (Fig. 6b) show less seasonal dependence than the Full Forcing trends, with slightly larger trends from spring through late summer than in autumn and winter. A more distinct seasonality is evident in the Ozone ensemble mean (Fig. 6c), which has positive trends from late spring through late summer and near-zero trends in autumn and winter. The ensemble-mean trend is significant (at $p < 0.05$) in DJF. The amplitude and seasonality of the SAM-like response to Full Forcing is largely explained by the combination of Ozone and TSST. The DJF trend in the SAM–like pattern in the Full ensemble mean is $1.14 \text{ m s}^{-1} \text{ 33yr}^{-1}$, compared to $0.56 \text{ m s}^{-1} \text{ 33yr}^{-1}$ for TSST and $0.43 \text{ m s}^{-1} \text{ 33yr}^{-1}$ for Ozone. The SNR in DJF for the Full Forcing ensemble is 2.5, while it is 1.6 for the TSST ensemble, and less than one for the Ozone ensemble.

For the Pacific Sector index (Fig. 7), trends in both the Full ensemble (Fig. 7a) and the TSST ensemble (Fig. 7b) are consistently positive year-round in the individual ensemble members. The Full-ensemble-mean trend is most significant (at $p < 0.01$) in autumn. The TSST ensemble-mean trend is also significant in autumn. In contrast, the Ozone ensemble mean trends are close to zero for most of the year, but both the SPARC and WACCM ensembles are slightly positive in winter. The comparison of ensemble-mean trends in Figure 7b illustrates that tropical SSTs largely account for the trend in the Full ensemble mean in autumn, from FMA through AMJ. In MAM, the SNR is larger for the TSST ensemble mean (2.0) than it is for the Full ensemble mean (1.4), underscoring the important role of tropical SSTs in the wind trends in the Pacific sector.
winter and spring, external forcings enhance the trend in the Pacific Sector, although the
ensemble spread is largest in these seasons.

The maps in Figure 8 provide a complimentary view of the seasonal zonal wind responses to Full
Forcing, tropical SSTs and Ozone. In summer (DJF), both tropical SST and ozone contribute to
the trend pattern of the Full ensemble mean, which in turn is statistically significant and well
correlated with the observed trend pattern (pattern correlation over 30°S-70°S is 0.74). The
pattern correlations in DJF are lower considering TSST or ozone separately. In autumn (MAM),
only tropical SST makes a significant contribution to the trend pattern of the Full ensemble
mean, and this trend is concentrated in the Pacific Sector, as it is in the reanalysis, giving a
pattern correlation over 30°S-70°S of 0.76. In the winter and spring, the forced responses
associated with TSST and Full Forcing show roughly similar patterns to MAM, but there are not
high pattern correlations with the trends in ERAI. Reasons for the less significant responses in
JJA and SON are discussed in Section 3d. below.

c) Summer (DJF) zonal wind response and the roles of tropical SSTs and ozone

Following from the result that tropical SST and ozone depletion contribute jointly to the Full
zonal wind response in DJF, and that the trend pattern at 850 hPa is roughly zonally symmetric
(Fig 8b), the zonal-mean zonal wind and temperature trends associated with these forcings are
displayed in Figure 9 as function of height and latitude. In ERAI (Fig. 9a), westerly wind trends
are centered at about 60°S, and extend throughout the depth of the troposphere and lower
stratosphere, mainly on the poleward side of the climatological jet. The wind trends are
accompanied by stratospheric cooling, strongest at ~100 hPa over the pole, and by tropospheric
warming in the tropics and mid latitudes (Fig. 9b). The patterns of wind and temperature trends in the Full ensemble mean (Fig. 9c. and 9d.) are similar to the reanalysis. Both tropical SSTs (Fig. 9e) and ozone depletion (Fig. 9g) are associated with westerly trends centered at 60°S that extend throughout the troposphere. Although the ozone-induced wind trends are generally larger than the trends associated with tropical SSTs, they do not account for the entire magnitude of the trends in the Full ensemble mean. In the lower troposphere, note that the ozone-induced trends, while equal to or stronger than the trends associated with tropical SSTs, occupy a relatively narrow meridional extent. The broader extent of the TSST-induced trends helps to explain their relatively large magnitude when calculated at 850 hPa over 50°S-70°S as discussed above.

The individual roles of tropical SSTs and ozone are evident in the zonal-mean temperature trends (Fig. 9d, 9f and 9h). The main thermal signature of ozone depletion resides in the polar lower stratosphere, where significant cooling occurs (Fig. 9h). Tropospheric warming in the tropics and midlatitudes, evident in the reanalysis (Fig. 9b) and Full ensemble mean (Fig 9d), can only be explained by tropical SSTs (Fig. 9f), not by ozone (Fig 9h). As discussed in the Introduction, an intensification of the westerlies at high latitudes in response to tropical warming has been found by a number of studies (e.g. Kushner et al., 2001; Lu et al., 2008; Sun et al., 2013; Staten et al., 2011).

Cooling of the lower polar stratosphere associated with ozone depletion is most pronounced in spring (e.g. Thompson et al., 2011). To confirm that this expected seasonal signature of ozone loss occurs in these experiments, Figure 10 illustrates the seasonal polar stratospheric (65°S-90°S; 100 hPa) temperature trends in association with the different forcings. ERAI (gray line,
Fig. 10a) shows year-round cooling, significant at better than p<0.05 from late spring through early winter. The maximum cooling of about 6°C occurs in OND and NDJ. Trends in the Full forcing ensemble are in excellent agreement, showing the same seasonal pattern in all ensemble members. Comparing the stratospheric temperature trends of the Full ensemble mean with the responses to tropical SSTs (Fig. 10b) and Ozone (Fig. 10c), it is clear that ozone largely explains the cooling signal. The seasonality of peak cooling in late spring and early summer in the Full ensemble (Fig. 10a) mirrors that in the Ozone ensemble (Fig. 10c). Significant cooling in NDJ occurs in response to tropical SSTs (Fig. 10b), but considering individual members, cooling is not as consistent in the TSST ensemble as it is in the Ozone ensemble.

Figures 10a and 10c reveal differences between the responses to SPARC and WACCM ozone forcing. These trend differences are most distinct in DJF and JFM, with WACCM showing more cooling than SPARC. During these seasons, each individual member of the WACCM ensemble cools more than any member of the SPARC ensemble. The persistence of strong cooling in the WACCM-forced runs through the summer likely arises from a bias in WACCM’s polar vortex (e.g. Marsh et al., 2013). The seasonal timing of the cooling in ERAI, with peak values in OND and NDJ, is better replicated in the SPARC ensemble than in the WACCM ensemble. The SPARC ensemble mean actually has more cooling than does WACCM in SON and OND, although the individual ensemble members overlap. The differences in the responses to SPARC and WACCM ozone forcing can be seen more clearly in the Supplemental Material Figure S3. The WACCM ensemble mean generally exhibits larger cooling, although the season of maximum cooling is delayed relative to SPARC.
Late spring stratospheric cooling associated with ozone loss has often been linked directly with a response of the midlatitude jet and near-surface westerlies in summer (e.g. Gillett and Thompson, 2003; Polvani et al., 2011; Eyring et al., 2013). Ensemble-mean time series of polar stratospheric temperatures in spring (OND) and 850 hPa zonal winds in DJF from the Ozone and TSST experiments are shown in Fig. 11. In the Full ensemble mean, the OND polar stratospheric cooling trend is pronounced from the early 1980s through the early 1990s, after which the trend levels out (Fig 13a). Ozone forcing (Fig. 11c) explains most of this trend. However, there is also a small but significant cooling trend in response to tropical SST variability (Fig. 11b), with a slightly different timing than that in response to Ozone forcing. In particular, positive anomalies associated with tropical SST changes persist into the early 1990s, influencing the trend of the Full ensemble mean (Fig. 11a). Summer zonal wind anomalies from the Full ensemble mean (Fig. 11d) evolve nearly in step with the spring stratospheric temperature anomalies, increasing from the early 1980s through the early 1990s, then leveling out. The spring stratospheric temperature and summer tropospheric wind timeseries are highly correlated ($r = -0.93$), even after detrending ($r = -0.82$).

Inspection of individual ensemble members reveals that lower stratospheric cooling is not always associated with an intensification of the tropospheric westerly winds over 50°S-70°S. Although all ten Ozone ensemble members exhibit lower stratospheric cooling in the late spring and early summer (Fig. 10c), the lower tropospheric wind trends are more variable (Fig. 6c). Figure 12 compares the summer zonal-mean temperature and zonal wind trends in the Ozone ensemble member with the weakest 850 hPa wind trend and the TSST ensemble member with the strongest 850 hPa wind trend. The single TSST member exhibits a pattern of large zonal wind trends (Fig.
12c) polewards of 30°S that resembles the reanalysis (Fig. 9a) as well as the forced response to ozone depletion (Fig. 9g). In contrast, wind trends in the single Ozone ensemble member (Fig. 12e) are negative in the middle and lower troposphere over 50°S-70°S, despite some significant polar stratospheric cooling (Fig. 12f). These results illustrate the role of intrinsic variability, which is important to recognize when relating the model results to the observed trends. While it can be said that the observed zonal wind trend is generally consistent with the forced response to ozone depletion, the wind field by itself does not provide a unique fingerprint of ozone depletion.

**d) Pacific Sector zonal wind variability and its causes**

Returning to the Pacific Sector, tropical variability dominates the variability of the winds in both reanalysis and the model runs. As discussed earlier, there is a significant correlation of $r = 0.55$ between the tropical winds (Fig. 13a) and the Pacific Sector winds (Fig. 13b). In the model simulations, the timeseries of the Pacific Sector winds from the Full forcing ensemble mean (Fig. 13c) is correlated at $r = 0.83$ (with 2-month smoothing) with the reanalysis tropical wind timeseries. The correlation is nearly as high if just the TSST ensemble mean is used (Fig. 13d. $r = 0.81$). The decadal scale variability in these indices is consistent with the PDO (Fig. 13e). Interannual ENSO variability, as measured by the Niño3.4 index (Fig. 13f), is also reflected in these timeseries, but the ENSO index lacks the shift in the late 1990s that is captured by the PDO index (Fig. 13e) and the central equatorial Pacific zonal winds (Fig. 13a).

The robust atmospheric circulation response to the prescribed tropical SSTs can be understood by analogy to a La Niña state, in which stronger than normal trade winds are associated with enhanced zonal gradients in SSTs and SLP. The cooling imposed in the central and eastern
tropical Pacific leads to higher SLP by reducing the flux of heat to the atmosphere, decreasing
buoyancy, and vice versa for the warming imposed in the western tropical Pacific and other
ocean basins. The low-level winds respond to the enhanced pressure gradients, leading to a
region of low-level divergence over the central Pacific (Fig. 2b). As seen in Fig. 14, this
divergence is associated with reduced convective rainfall, which in turns provides the anomalous
latent heating that drives the Rossby wave response.

One aspect of the results that we have not yet examined is the seasonality of the tropical
forcing, and why the most significant SH wind response to tropical SSTs occurs in autumn (MAM).
Figure 14 shows seasonal maps of the prescribed SST trends together with diagnostics of the
responses in tropical convection and upper-level atmospheric circulation. Consistent with the
seasonality of the Pacific Sector wind response to tropical SST forcing, the tropical convective
and Rossby wave responses are also seasonal. In MAM (Fig. 14c), the 200 hPa streamfunction
field bears clear signatures of poleward propagating Rossby waves from the tropics into both
hemispheres. In the SH high latitudes, the 200 hPa streamfunction anomalies are focused on the
Pacific sector in MAM, in contrast to other seasons when they are more diffuse and zonally
symmetric, consistent with the lower tropospheric wind anomalies in Figure 8c. The waves
originate from the cyclonic streamfunction anomalies straddling the equator over the cool SSTs
between 120°W and the dateline. As indicated by the velocity potential trends (Fig. 14d), upper-
level convergence is focused on this region, consistent with the reduced rainfall. Enhanced
rainfall and upper-level divergence occur across the western Pacific, completing an east-west
dipole pattern that resembles the Southern Oscillation.
The convective responses are different in JJA and SON than in MAM, even though the underlying SST trend patterns are similar. In JJA and SON, the largest negative convective rainfall trends and the largest upper-level convergence trends occur north of the equator (Figs. 14f and 14h), minimizing their influence on the SH circulation: The cyclonic center of action immediately south of the equator in the streamfunction field is half the magnitude it is in MAM. The seasonality of the convective responses could be a function of the mean state, and the migration of the ITCZ into the summer hemisphere. Additionally, Rossby wave propagation depends on the location of convection with respect to the position and strength of the subtropical jets (e.g. Seo and Son, 2011; Bao and Hartman, 2014; Li et al., 2015), which are also shown in Figure 14. There is a split jet in MAM (Fig. 14d) and strong subtropical jets in JJA and SON (Figs. 14f and 14h). Recent observational analyses (Adames and Wallace, 2014) and model studies (Bao and Hartman, 2014) suggest that Rossby waves extract energy from the exit regions of split jets, but can be trapped in the tropics by strong subtropical jets.

In DJF, both the convective responses in the tropics (Fig. 14b) and the Rossby wave propagation in the SH (Fig. 14c) are rather weak. The weak subtropical jet in DJF (Fig. 14b) likely plays a role in the lack of wave propagation (e.g. Jin and Kirtman, 2009; Ding et al., 2012). Instead, the summer response to tropical SST anomalies projects onto the SAM, consistent with observational studies (e.g. L’Heureux and Thompson, 2006; Ciasto et al., 2015). We conclude that the seasonality of the Pacific Sector wind response to tropical SSTs largely reflects the seasonality of the convective responses in the tropical Pacific, as well as the seasonality of Rossby wave propagation.

4. Discussion
We have highlighted the seasonal and regional asymmetries in the westerly wind trends over the Southern Ocean during 1979-2011, and discussed these in the context of the forced responses to tropical SSTs and stratospheric ozone depletion as given by CAM4. Although both low-frequency tropical variability and ozone depletion have been linked with Antarctic climate change, ours is one of the first studies to directly compare and quantify their relative importance.

In light of the simultaneous trends in tropical SSTs and in polar stratospheric ozone depletion, 1979-2011 is a particularly interesting time period for our analysis. The tropical SST trends include the signature of the negative phase of the PDO, marked by cooling in the eastern Pacific. Warming trends across the rest of the tropical oceans include the impacts of rising GHGs.

We find that both tropical SSTs and ozone depletion contribute to the intensification of the westerly winds over the Southern Ocean, with the largest trends in the Pacific Sector. In our experiments, non-ozone radiative forcings (including GHGs) do not have a significant role in directly forcing the winds. Seasonally, the most significant trends in both the reanalysis and the simulated zonally symmetric, SAM-like pattern occur in NDJ and DJF. Depending on the ozone dataset, the ozone-related contribution to the westerly wind trend in DJF ranges from about 0.18 m s\(^{-1}\) 33yr\(^{-1}\) to 0.62 m s\(^{-1}\) 33yr\(^{-1}\), compared with the tropical SST contribution of about 0.56 ms\(^{-1}\) 33yr\(^{-1}\) (Fig. 6). In the Pacific Sector, both the model and observations show significant trends in the autumn, and the model experiments suggest that the autumn trend is largely driven by tropical SSTs.

Our results extend recent work suggesting an influence of the tropics on the summer SAM. A number have studies have shown significant interannual correlations between eastern Pacific
tropical SSTs and the SAM index in observations (e.g. L’Heureux and Thompson, 2006; Ding et al., 2012; Schneider et al., 2012; Ciasto et al., 2015). Ding et al. (2014a) go a step further by removing the signal of ENSO variability from the observations, and suggest that the SAM trend is driven in part by tropical warming, thereby providing observational support for the modeling work of Lu et al. (2008) and Sun et al. (2014). In a follow-up modeling study, Ding et al. (2014b) show a tropical influence on the summer SAM trend by relaxing the atmospheric state to observations in the tropics. Our results broadly confirm this influence using a different model and methodology. However, our analysis does not break down the zonally symmetric response to tropical SST anomalies in terms of an ENSO-like and a global warming response (e.g. Lu et al., 2008). This will be the subject of future work.

This study joins a number of studies that have linked recent atmospheric circulation trends over the Southern Ocean and Antarctica to tropical variability (e.g. Ding et al., 2011; 2013; Li et al. 2014; 2015; Simpkins et al., 2014; Schneider et al., 2011). The general physical arguments explaining these linkages are broadly consistent across the studies. For example, Ding et al. (2013) link a cyclonic circulation trend over the Bellingshausen Sea with rapid warming on the Antarctic Peninsula during 1979-2009, showing that both the circulation and warming trends are strongest in MAM (Ding et al, 2013). Consistent with our work explaining the strengthening zonal winds in the Pacific sector, Ding et al. (2013) attribute this circulation trend to tropical Pacific forcing, using an atmospheric model coupled to a slab ocean in the extratropics. Similar to our TSST experiments, Ding et al. (2013) prescribe observed SSTs in the tropics. Both studies attribute autumn circulation trends in the Pacific Sector to a poleward propagating Rossby wave originating over the equatorial Pacific between about 120°W and 180°W.
Earlier work by a similar team of authors (Ding et al., 2011) suggested that central tropical Pacific warming during austral winter has driven an atmospheric Rossby wave response leading to anomalous high pressure in the Amundsen-Bellingshausen Sea region. This agrees with our work in illustrating that the high latitude SH circulation is sensitive to anomalous forcing in the central tropical Pacific. However, the scenario of central Pacific warming and a strong wintertime anticyclonic circulation trend in the high latitude SH does not fit the reanalysis or SST trends during 1979-2011. The SH circulation trends in JJA are characterized by a small, negative SAM trend with stronger centers of action over the continent than over the ocean (their Fig. 1 and our Fig. 4). The negative SAM trend is within the ensemble spread of our experiments (Fig. 6a). In contrast, Ding et al.’s (2011) central Pacific warming experiment produces a localized wave-train pattern in the south Pacific that does not resemble the SAM (their Fig. 4). The discrepancy in the sign of the central tropical Pacific SST change can be reconciled by the different time periods and methods used. Ding et al. (2011) apply a superposed epoch analysis to the SSTs, differencing the periods 1979-1993 and 1994-2009. The latter period mixes the two phases of the PDO (Fig. 13e), and the epoch difference shows a small warming in the central tropical Pacific. If the latter epoch instead starts in 1999, then the PDO pattern, with cooling in the central and eastern Pacific and warming in the western Pacific, is evident in the epoch difference map (see Fig. 3 in Trenberth et al., 2014). Ding et al.’s (2011) experiment is a highly idealized in that a monopole of warming is prescribed over the central tropical Pacific whose magnitude is scaled to one of the leading patterns of SST covariability with SH geopotential height, not to the actual SST trend. In contrast, our TSST experiment is based on the observed SST field, and the anomalous negative heating over the central tropical
Pacific arises from the zonal SST gradient. This leads to an extratropical atmospheric circulation response that resemble the trends in the reanalysis (Fig. 5).

In our tropical SST experiment, the Rossby wave response is weaker in winter and spring than in autumn, resulting in an insignificant wind response in the SH. This seems inconsistent with the findings of Li et al. (2014) and Simpkins et al. (2014), who connected tropical Atlantic SST trends with SH winter and spring circulation trends, respectively. Our experiments show some support for a role of the Atlantic in JJA and SON evident in the increased convective rainfall and upper-level divergence during these seasons over the Atlantic (Fig. 14f and 14h). However, the Atlantic trends are much smaller than the convective anomalies over the Pacific, suggesting that the Pacific plays the stronger role. Also, unlike Li et al. (2014), who suggest that tropical Pacific-Antarctic connections are limited to interannual ENSO timescales, we find significant decadal variability in the tropical Pacific is clearly linked with circulation anomalies over the Southern Ocean in both the observations and our model experiments (Fig. 13). While our results do not rule out a role for the tropical Atlantic in the SH circulation trends, care must be taken to carefully compare the results of idealized experiments to observations. In general, if one region is forced in an AGCM experiment, the rest of the global atmosphere will respond, and the response patterns will tend to project onto the preferred modes of variability, such as the second mode of zonal wind variability (Fig. 2d), which is related to fluctuations in the Amundsen Sea Low. The Li et al. (2014) and Simpkins et al. (2014) experiments are more similar to Ding et al. (2011) than to the TSST experiment described here, in that only one region of the tropical ocean surface is forced. Finally, while these previous studies have associated Rossby wave forcing
with anomalous heating over the tropical oceans, anomalous cooling is equally effective at
driving wave-like responses (e.g. Trenberth et al., 2014).

Our results highlighting the role of tropical SST variability in SH zonal wind trends since 1979
might seem to contradict previous work suggesting that ozone depletion has been the main driver
of SH atmospheric circulation trends (e.g. Polvani et al., 2011; Previdi and Polvani, 2014;
Thompson et al., 2011). We hypothesized that the coincidence of ozone loss with the PDO trend
is important for understanding the zonal wind trends over the Southern Ocean during 1979-2011.
The studies emphasizing ozone’s dominant role in the wind trends analyzed somewhat different
time periods. According to the forcing datasets, the downward trend in ozone concentration
largely occurred between the late 1960s and mid 1990s, with a large fraction of the total ozone
loss occurring before the 1979 start date of our analysis (Fig. 1.). In contrast, the PDO was
positive throughout much of the 1980s and 1990s before shifting to its negative phase in 1998
(Fig. 13e). Thus, the period of strongest ozone loss occurred prior to the most recent major shift
in tropical climate.

As a point of discussion, we briefly investigate whether ozone has a larger relative influence on
the circulation over the primary period of ozone loss, the period 1960-2000 (consistent with
Polvani et al., 2011). During this period there is very little trend in the PDO, as its two phases
(negative in the 1960s-70s; positive in the 1980s-1990s) largely cancel (see Fig. 2 in Trenberth et
al., 2014). For the SAM-like pattern (Fig. 15), the Full ensemble-mean trend has seasonality
similar to the 1979-2011 period, with the largest trends in the late spring and summer, and
smallest trends in winter (Fig. 15a). Comparing this trend to the ensemble-mean trends in the
TSST (Fig. 15b) and Ozone ensembles (Fig. 15c), it is apparent that ozone dominates the overall trend in the full ensemble. The TSST ensemble mean has no significant trend in any season, while the Ozone ensemble mean has positive and significant trends from the late spring through late summer. The SNRs in DJF for the Full and Ozone ensembles are 2.5 and 1.6, respectively. In the Pacific Sector, the ensemble-mean trends are largely insignificant during 1960-2000 (not shown). Thus, we conclude that our results are consistent with previous studies that emphasized the dominant role of ozone depletion in the SH atmospheric circulation trends during 1960-2000. Further, our work extends this previous research to illustrate that the relative roles of tropical SSTs and ozone depletion are dependent on the time period considered.

The choice of the SPARC or WACCM ozone dataset does not change the key results in either the 1979-2011 or the 1960-2000 period. For 1979-2011, ozone forcing alone is insufficient to explain the DJF SAM-like trend in the Full forcing ensemble mean. WACCM ozone produces a larger ensemble-mean wind response than does SPARC ozone, but there is considerable overlap among the ensemble members (Fig. 6c), even though the stratospheric cooling trends are more distinguishable (Fig. 10c). Large intrinsic variability in the tropospheric wind field blurs the distinctions between the responses to the two ozone datasets. For the longer 1960-2000 period, when the intrinsic variability is somewhat more muted and the ensemble-mean ozone-induced trends are more statistically significant, the zonal wind responses to SPARC and WACCM ozone forcing are even more similar (Fig. 16c and Supplemental Material Figure S2). For the 850 hPa 50°S-70°S DJF zonal wind index, the 1960-2000 trend associated with SPARC is 0.24 ms⁻¹ 10 yr⁻¹, while the trend associated with WACCM is ~9% larger, 0.26 ms⁻¹ 10 yr⁻¹. Of the ten Ozone ensemble members, only one exhibits a negative trend, and this one belongs to the WACCM ensemble (Fig. 15c).
The importance of the relative phasing of tropical decadal variability with ozone depletion has implications for the interpretation of free-running, coupled models, whose externally forced (e.g., ensemble-mean) circulation trends over the Southern Ocean do not capture the zonal asymmetry of recent changes (Haumann et al., 2014) nor the strength of the zonal wind trend in summer (Mahlstein et al., 2013). While these models could be missing or misrepresenting key physics, one process they likely lack is the observed evolution of tropical climate, which we find could explain both of these deficiencies in their circulation trends over the Southern Ocean. In turn, the wind field is important for many other aspects of Southern Ocean climate dynamics. For instance, sea ice-ocean models suggest that recent trends in the Southern Ocean sea ice cover are a response to the wind forcing (Zhang, 2014; Holland et al. 2014).

The time period dependence of the relative roles of tropical SSTs and ozone, and the difficulties in distinguishing the responses to the two ozone datasets, in part reflects the role of intrinsic, unforced atmospheric variability in shaping circulation trends on regional scales. In interpreting the observed SAM trend, it is important to recall that the SAM is the leading mode of variability in the SH atmospheric circulation, and can exhibit trends over various timescales that arise simply from internal dynamics. Therefore, caution should be exercised when associating observed trends in recent decades with the forced response to ozone (e.g. Kang et al., 2011), as the observed trends may also be explained by a combination of intrinsic variability and a forced response to tropical SST trends. Clearly identifying the signature of ozone depletion in SH climate requires a long time period, or an evaluation of multiple variables, such as the lower polar stratospheric temperature. According to our results, the most robust evidence for a significant role of ozone depletion in the tropospheric circulation trend lies in the combination
of: (a) the seasonality of the trend in the SAM-like pattern (e.g. Fig. 6); (b) the seasonal signature of ozone in the lower polar stratospheric temperature (e.g. Fig. 10); and (c) the correlation of the zonal wind timeseries with the lower polar stratospheric temperature (e.g. Fig. 11).

As the interaction of ozone depletion and tropically generated variability with intrinsic, unforced atmospheric variability has played a key role in shaping Antarctic and Southern Ocean climate change over the past 30 years, it is almost certain that similar interactions will play a key role in climate change of the next 30 years. Such interactions may involve a different combination of external forcings than was important for the recent past. For example, stratospheric ozone levels are expected to recover, while GHGs are likely to rapidly increase. Understanding the interactions of these trends with internal variability should continue to be a topic of ongoing study.
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Figure Captions

Figure 1: Seasonal-mean timeseries of relative ozone concentration over 65°S-90°S at 50 hPa in the SPARC and WACCM forcing datasets for (a) SON SPARC; (b) SON WACCM; (c) DJF SPARC; and (d) DJF WACCM. The values are percentages relative to the 1979-2011 long-term mean, calculated for each record separately.

Figure 2: Trends over 1979-2011, using all months, for (a) 850 hPa zonal wind and (b) SST and tropical rainfall. The SST trends correspond with the color shading. Negative rainfall trends are in brown contours and positive rainfall trends in magenta (contoured at ± 1.0, 1.5, and 2.0 mm day⁻¹ 33 yr⁻¹). Also shown in (c) and (d) are the first and second EOF patterns of the monthly 850 hPa zonal wind anomalies over 30°S-70°S, the region bounded by the lines in panel (c). The patterns were obtained by regressing the global zonal wind anomalies onto the standardized PC timeseries. For all panels, white stippling indicates that the trend or regression coefficient is significant at or above the 95% level. The white and black boxes in panel (a) correspond with the areas used to represent winds in the equatorial Pacific and in the Pacific Sector of the Southern Ocean, respectively. Panel (b) indicates the latitudes bounding the time-varying tropical SST forcing of the model integrations. Panel (e) shows the trend in 850 hPa zonal wind that is congruent with the first two EOFs, and panel (f) shows the global SST trends with the zonal mean trend removed at each latitude.
Figure 3: Monthly mean timeseries of (a) PC1 of 850 hPa zonal wind corresponding to the pattern in Fig. 2c; (b) PC2 of 850 hPa zonal wind corresponding to the pattern in Fig. 2d; (c) the SAM index of Marshall (2003); (d) Equatorial Pacific wind anomalies averaged over the white box in Fig. 2a; (e) indices of zonal wind anomalies over 50°S-70°S and (f) the Pacific Sector. All timeseries are smoothed with a 4-month running mean.

Figure 4: Seasonal mean 850 hPa zonal wind trends (from ERAI) during 1979-2011 for (solid line) 50°S-70°S and (dashed line) the Pacific Sector. Markers on the seasonal lines indicate statistical significance at or above 90%. Annual trends are indicated on the right side. The annual trend for 50°S-70°S is not statistically significant.

Figure 5: Maps of simulated ensemble-mean trends in 850 hPa zonal wind over 1979-2011, using all months, for the (a) Full; (b) TSST; (c) Ozone; (d) Other forcing; and (e) sum of Tropical SST and Ozone ensembles. For all panels, white stippling indicates that the trend is significant at or above the 95% level. The numbers above each map in panels a-e are the pattern correlations with the ERAI trend pattern (panel f) over 30°S-70°S and globally.

Figure 6: Seasonal-mean trends in 850 hPa zonal wind for 1979-2011, averaged over 50°S-70°S, for the (a) Full; (b) TSST; (c) Ozone ensembles. The thin lines correspond to individual ensemble members and the thick lines represent the ensemble-mean trends. The ensemble-mean trend associated with Full forcing (red line) is repeated in panels (b) and (c). The gray line in panel (a) represents the reanalysis. The significance of the ensemble-mean trends is indicated by markers.
**Figure 7**: As in Fig. 6, but for the Pacific Sector (40°S-60°S, 70°W-160°W) zonal winds.

**Figure 8**: Global maps of seasonal-mean trends in 850 hPa zonal wind during 1979-2011, for (a) ERAI; (b) Full; (c) TSST; (d) Ozone. For all panels, white stippling indicates that the trend is significant at or above the 95% level. The numbers above each map are the pattern correlations with the ERAI trend pattern over 30°S-70°S and globally.

**Figure 9** Latitude-height plots of DJF zonal-mean zonal wind (left column) and temperature trends (right column) for 1979-2011. From top to bottom row: ERAI, and the ensemble-mean trends associated with Full, TSST, and ozone forcing. In all panels, color shading corresponds to the trend, black contours indicate the climatology, and green stippling indicates that the trend is significant at or above the 95% level. Note the non-linear colorscale. The zonal wind contour interval is 3.0 m s⁻¹.

**Figure 10**: As in Fig. 6, except for the lower polar stratospheric temperature (65°S-90°S; 100 hPa).

**Figure 11**: Timeseries of ensemble-mean OND polar lower stratospheric temperature (100 hPa, 65°S-90°S) associated with the (a) Full, (b) TSST, and (c) ozone ensembles. (d) Ensemble-mean timeseries of DJF zonal winds averaged over 50°S-70°S associated with Full forcing.

**Figure 12**: As in Figure 10, except showing trends associated with single ensemble members of the TSST and ozone ensembles instead of the ensemble-mean trends.
Figure 13: (a) Timeseries of ERAI 850 hPa zonal wind anomalies from the Equatorial Pacific repeated from Fig. 3d. The next three panels show the 850 hPa zonal wind anomalies from the Pacific Sector of the Southern Ocean for (b) ERAI; and the ensemble-means associated with (c) Full forcing and (d) TSST. Panel (e) shows the monthly PDO index based on the first EOF of detrended north Pacific SST anomalies (see Trenberth et al., 2014 for definition) and panel (f) shows the Niño 3.4 index from the NOAA Climate Prediction Center. For clarity, each timeseries is smoothed by a two-month running mean.

Figure 14: Maps showing diagnostics of the seasonal-mean convective and Rossby wave responses to tropical SST forcing during 1979-2011. Left column: Prescribed SST trends (colorscale) and simulated 200 hPa streamfunction trends (magenta contours). Negative contours dashed and positive contours solid, with an interval of $\pm 2 \times 10^6 \text{ m}^2 \text{s}^{-1} \text{33 yr}^{-1}$). Right column: 200 hPa velocity potential ($\gamma$) trends (colorbar), convective rainfall trends (colored contours), and 200 hPa zonal wind climatology (gray contours), all from the model. Positive $\gamma$ trends indicate convergence and negative trends indicate divergence. Negative rainfall trends in green and positive rainfall trends in magenta contours, with intervals of $\pm 1.25$, $\pm 1.5$ and $\pm 1.75$ mm day$^{-1}$ 33 yr$^{-1}$. Zonal wind contoured at 5 m s$^{-1}$ starting at 30 m s$^{-1}$.

Figure 15: As in Figure 6, except that 1960-2000 is used instead of 1979-2011. The observed zonal wind trends are inferred from the trend of the Marshall (2003) SAM index: The detrended monthly SAM index was regressed on the detrended index of 850 hPa zonal wind from ERAI (Fig. 3e), and the regression coefficient was multiplied by the 1960-2000 seasonal-mean trends in the SAM index.
Table 1: Summary of the experiments conducted with CAM4. The non-ozone radiative forcings are consistent with those used in the CMIP historical simulations with the CCSM4 (Gent et al., 2011). Further details are given in Section 2 of the main text.

<table>
<thead>
<tr>
<th>Experiment Number and Name</th>
<th>Time-varying forcings</th>
<th>Climatological forcing</th>
<th>Years and number of runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ozone (SPARC)</td>
<td>SPARC O₃</td>
<td>All SSTs and sea ice + all non-O₃ radiative forcings</td>
<td>1950-2011 5 runs</td>
</tr>
<tr>
<td>2. Ozone (WACCM)</td>
<td>WACCM O₃</td>
<td>All SSTs and sea ice + all non-O₃ radiative forcings</td>
<td>1950-2011 5 runs</td>
</tr>
<tr>
<td>3. Tropical SST</td>
<td>Tropical SSTs (28°N-28°S)</td>
<td>Extratropical SSTs and sea ice + all radiative forcings.</td>
<td>1900-2011 5 runs</td>
</tr>
<tr>
<td>4. Tropical SST with Partial Radiative Forcing</td>
<td>Tropical SSTs (28°N-28°S) + all radiative forcings except O₃.</td>
<td>Extratropical SSTs and sea ice + O₃</td>
<td>1950-2011 5 runs</td>
</tr>
<tr>
<td>5. Full Forcing (SPARC)</td>
<td>Tropical SSTs (28°N-28°S) + all radiative</td>
<td>Extratropical SSTs and sea ice</td>
<td>1950-2011 5 runs</td>
</tr>
<tr>
<td>6. Full Forcing (WACCM)</td>
<td>Tropical SSTs (28°N-28°S) + all radiative forcings using WACCM O₃.</td>
<td>Extratropical SSTs and sea ice</td>
<td>1950-2011</td>
</tr>
</tbody>
</table>
Figure 1: Seasonal-mean timeseries of relative ozone concentration over 65°S-90°S at 50 hPa in the SPARC and WACCM forcing datasets for (a) SON SPARC; (b) SON WACCM; (c) DJF SPARC; and (d) DJF WACCM. The values are percentages relative to the 1979-2011 long-term mean, calculated for each record separately.
Figure 2: Trends over 1979-2011, using all months, for (a) 850 hPa zonal wind and (b) SST and tropical rainfall. The SST trends correspond with the color shading. Negative rainfall trends are in brown contours and positive rainfall trends in magenta (contoured at ±1.0, 1.5, and 2.0 mm day⁻¹ 33 yr⁻¹). Also shown in (c) and (d) are the first and second EOF patterns of the monthly 850 hPa zonal wind anomalies over 30°S-70°S, the region bounded by the lines in panel (c). The patterns were obtained by regressing the global zonal wind anomalies onto the standardized PC timeseries. For all panels, white stippling indicates that the trend or regression coefficient is significant at or above the 95% level. The white and black boxes in panel (a) correspond with the areas used to represent winds in the equatorial Pacific and in the Pacific Sector of the Southern Ocean, respectively. Panel (b) indicates the latitudes bounding the time-varying tropical SST forcing of the model integrations. Panel (e) shows the trend in 850 hPa zonal wind that is congruent with the first two EOFs, and panel (f) shows the global SST trends with the zonal mean trend removed at each latitude.
Figure 3: Monthly mean timeseries of (a) PC1 of 850 hPa zonal wind corresponding to the pattern in Fig. 2c; (b) PC2 of 850 hPa zonal wind corresponding to the pattern in Fig. 2d; (c) the SAM index of Marshall (2003); (d) Equatorial Pacific wind anomalies averaged over the white box in Fig. 2a; (e) indices of zonal wind anomalies over 50°S-70°S and (f) the Pacific Sector. All timeseries are smoothed with a 4-month running mean.
Figure 4: Seasonal mean 850 hPa zonal wind trends (from ERAI) during 1979-2011 for (solid line) 50°S-70°S and (dashed line) the Pacific Sector. Markers on the seasonal lines indicate statistical significance at or above 90%. Annual trends are indicated on the right side. The annual trend for 50°S-70°S is not statistically significant.
Figure 5: Maps of simulated ensemble-mean trends in 850 hPa zonal wind over 1979-2011, using all months, for the (a) Full; (b) TSST; (c) Ozone; (d) Other forcing; and (e) sum of Tropical SST and Ozone ensembles. For all panels, white stippling indicates that the trend is significant at or above the 95% level. The numbers above each map in panels a-e are the pattern correlations with the ERAI trend pattern (panel f) over 30°S-70°S and globally.
Figure 6: Seasonal-mean trends in 850 hPa zonal wind for 1979-2011, averaged over 50°S-70°S, for the (a) Full; (b) TSST; (c) Ozone ensembles. The thin lines correspond to individual ensemble members and the thick lines represent the ensemble-mean trends. The ensemble-mean trend associated with Full forcing (red line) is repeated in panels (b) and (c). The gray line in panel (a) represents the reanalysis. The significance of the ensemble-mean trends is indicated by markers.
Figure 7: As in Fig. 6, but for the Pacific Sector (40°S-60°S, 70°W-160°W) zonal winds.
Figure 8: Global maps of seasonal-mean trends in 850 hPa zonal wind during 1979-2011, for (a) ERAI; (b) Full; (c) TSST; (d) Ozone. For all panels, white stippling indicates that the trend is significant at or above the 95% level. The numbers above each map are the pattern correlations with the ERAI trend pattern over 30°S-70°S and globally.
Figure 9  Latitude-height plots of DJF zonal-mean zonal wind (left column) and temperature trends (right column) for 1979-2011. From top to bottom row: ERAI, and the ensemble-mean trends associated with Full, TSST, and ozone forcing. In all panels, color shading corresponds to the trend, black contours indicate the climatology, and green stippling indicates that the trend is significant at or above the 95% level. Note the non-linear colorscale. The zonal wind contour interval is 3.0 m s⁻¹.
Figure 10: As in Fig. 6, except for the lower polar stratospheric temperature (65°S-90°S; 100 hPa).
Figure 11: Timeseries of ensemble-mean OND polar lower stratospheric temperature (100 hPa, 65°S-90°S) associated with the (a) Full, (b) TSST, and (c) ozone ensembles. (d) Ensemble-mean timeseries of DJF zonal winds averaged over 50°S-70°S associated with Full forcing.
Figure 12: As in Figure 10, except showing trends associated with single ensemble members of the TSST and ozone ensembles instead of the ensemble-mean trends.
Figure 13: (a) Timeseries of ERAI 850 hPa zonal wind anomalies from the Equatorial Pacific repeated from Fig. 3d. The next three panels show the 850 hPa zonal wind anomalies from the Pacific Sector of the Southern Ocean for (b) ERAI; and the ensemble-means associated with (c) Full forcing and (d) TSST. Panel (e) shows the monthly PDO index based on the first EOF of detrended north Pacific SST anomalies (see Trenberth et al., 2014 for definition) and panel (f) shows the Nino 3.4 index from the NOAA Climate Prediction Center.

For clarity, each timeseries is smoothed by a two-month running mean.
Figure 14 (previous page): Maps showing diagnostics of the seasonal-mean convective and Rossby wave responses to tropical SST forcing during 1979-2011. Left column: Prescribed SST trends (colors) and simulated 200 hPa streamfunction trends (magenta contours). Negative contours dashed and positive contours solid, with an interval of $\pm 2 \times 10^6$ m$^2$ s$^{-1}$ 33 yr$^{-1}$. Right column: 200 hPa velocity potential ($\gamma$) trends (colorbar), convective rainfall trends (colored contours), and 200 hPa zonal wind climatology (gray contours), all from the model. Positive $\gamma$ trends indicate convergence and negative trends indicate divergence. Negative rainfall trends in green and positive rainfall trends in magenta contours, with intervals of $\pm 1.25$, $\pm 1.5$ and $\pm 1.75$ mm day$^{-1}$ 33 yr$^{-1}$. Zonal wind contoured at 5 m s$^{-1}$ starting at 30 m s$^{-1}$. 
Figure 15: As in Figure 6, except that 1960-2000 is used instead of 1979-2011. The observed zonal wind trends are inferred from the trend of the Marshall (2003) SAM index. The detrended monthly SAM index was regressed on the detrended index of 850 hPa zonal wind from ERAI (Fig. 3e), and the regression coefficient was multiplied by the 1960-2000 seasonal-mean trends in the SAM index.
Supplemental Material

For *Comparing the impacts of tropical SST variability and polar stratospheric ozone loss on the Southern Ocean westerly winds* by David P Schneider, Clara Deser and Tingting Fan.

The experiments described in this paper enable two approaches to estimate the forced response to ozone depletion. The first approach is to simply take the ensemble mean of the single forcing ozone sensitivity experiments. The second approach is to isolate the role of ozone forcing by differencing the ensemble means of Full Forcing and Partial Forcing experiments.

The experiments described in this paper also facilitate the comparison of the responses to two distinct ozone datasets, SPARC and WACCM.

This appendix includes two figures that illustrate the zonal wind and temperature trends associated with these two methods and two datasets.

The analysis includes comparisons of the simulated lower stratospheric temperature trends over Antarctica with corresponding trends in the ERA-Interim reanalysis. To assess the reliability of the ERAI data, we compared timeseries of anomalies from ERAI with a compilation of upper-air temperatures from Screen and Simmonds (2012). This comparison is shown in the first figure below.
**Figure Captions for Supplemental Material:**

**Figure S1:** Timeseries of (a) SON and (b) DJF seasonal-mean temperature anomalies at 100hPa over Antarctica in ERAI (red dashed lines) and data from Screen and Simmonds (2012; hereafter “SS12”) (black dashed line). The SS12 data are an average of timeseries from eight stations on the Antarctic continent with long radiosonde records, included in a number of homogenized datasets described by SS12. The ERAI data were integrated over 65°S-90°S, and spatially averaged using cosine of latitude weighting. Trends in the timeseries during the 1979-2010 period of overlap are $-0.10\pm0.19$, $-0.17\pm0.27$, $-0.10\pm0.05$, and $-0.12\pm0.05$ °C/year for ERAI-SON, SS12-SON, ERAI-DJF and SS12-DJF, respectively.

**Figure S2:** Latitude-height plots of DJF zonal-mean zonal wind (left column) and temperature trends (right column) for 1960-2000, comparing six estimates of the forced response to ozone. Single-forcing results are from first two sensitivity experiments listed in Table 1. Differenced results are obtained by differencing the ensemble means of the Full Forcing and Partial Forcing integrations. Both methods were applied separately to ensembles using the SPARC and WACCM datasets. The single forcing combined results (panels a and b), the basis of most of the discussion in the main text, are obtained by averaging all 10 single forcing ozone runs. In all panels, color shading corresponds to the trend, black contours indicate the climatology, and green stippling indicates that the trend is significant at or above the 95% level. Note the non-linear colorscale. The zonal wind contour interval is 3.0 m s$^{-1}$. 
Figure S3: Seasonal, lower stratospheric temperature trends over the polar cap (65°S-90°S, 100hPA) during 1979-2011 in the single-forcing ozone runs. The thin lines are individual runs. The thick green and purple lines are the ensemble mean of the SPARC-forced, and WACCM-forced runs, respectively.
Figure S1: Timeseries of (a) SON and (b) DJF seasonal-mean temperature anomalies at 100hPa over Antarctica in ERAI (red dashed lines) and data from Screen and Simmonds (2012; hereafter “SS12”) (black dashed line). The SS12 data are an average of timeseries from eight stations on the Antarctic continent with long radiosonde records, included in a number of homogenized datasets described by SS12. The ERAI data were integrated over 65°S-90°S, and spatially averaged using cosine of latitude weighting. Trends in the timeseries during the 1979-2010 period of overlap are -0.10±0.19, -0.17±0.27, -0.10±0.05, and -0.12±0.05 °C/year for ERAI-SON, SS12-SON, ERAI-DJF and SS12-DJF, respectively.
Figure S2: Latitude-height plots of DJF zonal-mean zonal wind (left column) and temperature trends (right column) for 1960-2000, comparing six estimates of the forced response to ozone. Single-forcing results are from first two sensitivity experiments listed in Table 1. Differenced results are obtained by differencing the ensemble means of the Full Forcing and Partial Forcing integrations. Both methods were applied separately to ensembles using the SPARC and WACCM datasets. The single forcing combined results (panels a and b), the basis of most of the discussion in the main text, are obtained by averaging all 10 single forcing ozone runs. In all panels, color shading corresponds to the trend, black contours indicate the climatology, and green stippling indicates that the trend is significant at or above the 95% level. Note the non-linear colorscale. The zonal wind contour interval is 3.0 m s⁻¹.
Figure S3: Seasonal, lower stratospheric temperature trends over the polar cap (65°S-90°S, 100hPA) during 1979-2011 in the single-forcing ozone runs. The thin lines are individual runs. The thick green and purple lines are the ensemble mean of the SPARC-forced, and WACCM-forced runs, respectively.