New features that may affect the behavior of the upper ocean in the Community Climate System Model version 3 (CCSM3) are described. In particular, the addition of an idealized diurnal cycle of solar forcing where the daily mean solar radiation received in each daily coupling interval is distributed over 12 daylight hours is evaluated. The motivation for this simple diurnal cycle is to improve the behavior of the upper ocean, relative to the constant forcing over each day of previous CCSM versions. Both 1- and 3-h coupling intervals are also considered as possible alternatives that explicitly resolve the diurnal cycle of solar forcing. The most prominent and robust effects of all these diurnal cycles are found in the tropical oceans, especially in the Pacific. Here, the mean equatorial sea surface temperature (SST) is warmed by as much as 1°C, in better agreement with observations, and the mean boundary layer depth is reduced. Simple rectification of the diurnal cycle explains about half of the shallowing, but less than 0.1°C of the warming. The atmospheric response to prescribed warm SST anomalies of about 1°C displays a very different heat flux signature. The implication, yet to be verified, is that large-scale air–sea coupling is a prime mechanism for amplifying the rectified, daily averaged SST signals seen by the atmosphere. Although the use of upper-layer temperature for SST in CCSM3 underestimates the diurnal cycle of SST, many of the essential characteristics of diurnal cycling within the equatorial ocean are reproduced, including boundary layer depth, currents, and the parameterized vertical heat and momentum fluxes associated with deep-cycle turbulence. The conclusion is that the implementation of an idealized diurnal cycle of solar forcing may make more frequent ocean coupling and its computational complications unnecessary as improvements to the air–sea coupling in CCSM3 continue. A caveat here is that more frequent ocean coupling tends to reduce the long-term cooling trends typical of CCSM3 by heating already too warm ocean depths, but longer integrations are needed to determine robust features. A clear result is that the absence of diurnal solar forcing of the ocean has several undesirable consequences in CCSM3, including too large ENSO variability, much too cold Pacific equatorial SST, and no deep-cycle turbulence.
The diurnal cycle of solar radiation produces large changes in land surface temperatures (tens of °C) and the surface temperature of a sea ice model. These changes have an order-one effect on atmospheric stability and need to be temporally resolved in a coupled model. Sea surface temperatures (SSTs), however, exhibit a much smaller diurnal cycle, because of the large heat capacity of seawater, significant solar radiation penetration below the surface, and the turbulent vertical mixing. Sometimes other factors, such as a net surface cooling during the day, or the mixing of cold water from below, or frontal passages, dominate, and SST is not always greater during the day than the previous night. However, in conditions of very low wind and very large solar heating, the stabilizing heating can overcome the destabilizing wind mixing, such that diurnal solar heating is confined within the upper few meters of the ocean until nighttime convection mixes it deeper. The net result is a diurnal cycle of both mixed layer depth and SST, where the latter can exceed 2°C peak to peak even in the subtropics (Briscoe and Weller 1984).

Diurnal cycles of SST greater than 2°C have also been reported from the western warm pool of the equatorial Pacific (e.g., Fairall et al. 1996a; Anderson et al. 1996) and are expected across the equatorial Atlantic where low winds are even more frequent. East of the date line in the Pacific cold tongue, low winds are less frequent, so the diurnal cycle of SST is not expected to often exceed 1°C peak to peak (Webster et al. 1996). Nevertheless, Deser and Smith (1998) suggest that this signal is sufficient to contribute to an observed, zonally symmetric diurnal cycle in equatorial water divergence that arises from an out-of-phase relationship between diurnal variability in meridional winds across the equator. At high latitudes, the satellite-based estimates suggest predominantly lower SST diurnal cycle magnitudes (Kawai and Kawamura 2002; Stuart-Menteth et al. 2003). An atmospheric general circulation model’s response to such small signals is expected to be very weak as documented in Magnudottir et al. (2004) for much larger (several degrees Celsius) North Atlantic SST anomalies.

Ocean observations on the equator at 140°W show mixed layer depth excursions from more than 60 m at night to less than 10 m during day (Lien et al. 1995). Companionship measurements of turbulent dissipation also display an unexpectedly strong diurnal modulation below the mixed layer (Gregg et al. 1985; Moum and Caldwell 1985). Between the mixed layer and core of the Equatorial Undercurrent (EUC), this deep-cycle turbulence is characterized by a late-night to early-morning maximum in dissipation that is as much as 100 times greater than 12 h before or after (Lien et al. 1995), with the peak occurring at deeper depths at later times. The essential characteristics have been reproduced in large-eddy simulations (LESs; Wang et al. 1998; Skillingstad et al. 1999) and one-dimensional models of parameterized mixing (Schudlich and Price 1992; Large and Gent 1999).

The primary goal of this work is to evaluate, from an oceanic viewpoint, one aspect of the standard air–sea coupling implemented in the Community Climate System Model version 3 (CCSM3), relative to possible alternatives. This particular issue is the change, since the release of CCSM2 (Kiehl and Gent 2004), in how daily mean solar radiation is distributed in time as ocean forcing. A secondary purpose is to document the specific ocean model implementation, especially two other important model developments that affect upper-ocean behavior. Specifically, these are modifications to the Large et al. (1994) K-Profile Parameterization (KPP; appendix A) and implementation of spatially varying monthly solar absorption based on ocean color observations (appendix B). The coupling details, including the distribution of solar radiation according to an idealized diurnal cycle, and the relevant CCSM3 ocean and atmospheric model physics are presented in section 2. In section 3, the ocean model is summarized, and the numerical experiments are described. The main results, concerning coupled ocean model drift, ocean mean state, equatorial diurnal rectification, deep-cycle turbulence, role of the atmospheric mean state, and ENSO variability, are presented in sections 4 through 9, respectively.

2. Air–sea coupling in CCSM3

In this study, CCSM3 refers to the T85×1 configuration where a T85 spectral truncation (1.4° × 1.4° horizontal transform grid), 26-level atmosphere [Community Atmospheric Model version 3 (CAM3); Collins et al. 2006a] is coupled to a nominal 1°, 40-level ocean (see section 3). The land component grid matches the atmo-
sphere, and the sea ice shares the ocean model’s horizontal grid. Further details of the overall configuration are given in Collins et al. (2006b).

The flux calculations and property exchanges, including the treatment of differing horizontal grids and sea ice, are detailed in Bryan et al. (1996), where the bulk formulas given in Large et al. (1994) are used. These formulas are also given in Brunke et al. (2002), who show that they are generally consistent with alternatives such as the Coupled Ocean–Atmosphere Response Experiment (COARE) algorithm (Fairall et al. 1996b). They are preferred even to the more recent COARE3 algorithm (Fairall et al. 2003), because measurements from a larger range of wind speeds (from 1 m s\(^{-1}\) to more than 25 m s\(^{-1}\)) and from more stable atmospheric conditions were utilized in their formulation. However, a feature of fully coupled models is that this choice is not critical, because the surface fluxes are largely determined by other factors. For example, the surface stress substantially depends on the eddy momentum flux convergence aloft in the atmospheric model.

A more important issue is that these calculations use the ocean upper-level temperature, \(T_1\), and current \(\mathbf{V}_1\), together with the lowest-level (typically 60 m in CAM3) atmospheric wind, temperature, and humidity. At best these ocean values represent the ocean at half the upper-layer thickness (5 m in CCSM3) and are a poor approximation of the surface in low wind and strong solar heating situations. The use of the atmospheric state at 60 m becomes problematic in shallow boundary layers where the stability-modified logarithmic profiles are not valid up to such a height. These profiles are assumed in the iterative procedure (Large and Yeager 2004) used to shift the bulk transfer coefficients up from the standard 10-m height where they are formulated. Such boundary layers are found in light winds and very stable conditions.

The solar cycle is by far the most dominant diurnal signal, so the ocean errors arising from the CCSM3 flux calculations on these time scales should be relatively small, as shown by the following. A rough estimate of the change in heat flux into the ocean, \(\Delta Q\) (in W m\(^{-2}\)), expected from a change in SST, \(\Delta\text{SST}\) (in °C), is given by

\[
\Delta Q = -0.4[C_{\text{LW}} + U(1.4 + C_{\text{LH}})]\Delta\text{SST},
\]

for a wind speed \(U\) in m s\(^{-1}\). Differentiation of the bulk formulas for sensible and latent heat with respect to SST gives the 1.4 \(U\) and \(C_{\text{LH}} U\) terms, respectively, while \(C_{\text{LW}}\) comes from the outgoing longwave radiation. Doney et al. (1998) find that the 0.4 factor crudely accounts for the heating and moistening of the near-surface atmosphere in a fully coupled model. The dependency on SST can be accounted for with \(C_{\text{LW}} = 4.6, 5.4, \text{ and } 6.3\) and \(C_{\text{LH}} = 0.9, 2.7, \text{ and } 4.5\) at SST \(= 0^\circ, 15^\circ, \text{ and } 30^\circ\text{C}\). According to WGASF (2000), the use of \(T_1\), which neglects diurnal cool-skin and warm-layer temperature effects (Fairall et al. 1996a), should not be a serious problem for mean flux determinations. To illustrate, consider the extreme case where \(T_1\) underestimates the diurnal cycle of SST by 2°C with a 2 m s\(^{-1}\) wind and SST = 30°C. The heat flux error from (1) is \(\Delta Q = -14\) W m\(^{-2}\). The mean flux difference over a day would be less than half this amount and well within the combined uncertainties arising from other issues such as the short-term accuracy of bulk formulas, and the use of atmospheric variables from 60-m height in light winds. Such days are not common, so the effect on annual-mean and global heat fluxes is even less. Furthermore, a 2°C diurnal cycle with 2 m s\(^{-1}\) winds implies a peak solar heat flux of about 1000 W m\(^{-2}\) (Webster et al. 1996), so the relative contribution of the diurnal SST to the peak heat flux would be a less-than-2% reduction. This percentage cannot get much larger, because as weaker wind allows ASST to increase, \(U\) acts to reduce \(\Delta Q\) in (1), and as the peak solar decreases, so does \(\Delta\text{SST}\), and hence \(\Delta Q\).

Two important considerations of air–sea coupling in CCSM3 are the conservative exchange of properties between components (to minimize drift in long climate experiments without flux corrections) and simultaneous integration of the atmosphere and ocean models (for efficient use of some computer architectures). These considerations impact the flux calculations. Here, we present a brief summary of the time lag associated with these computations and refer to Bryan et al. (1996) and Kaufman et al. (2004) for details of how information propagates between the components of the coupled system. The ocean and atmosphere are integrated over an ocean coupling interval, \(N\) (a day in the standard CCSM3), as follows: Means over the previous interval, \(N - 1\) (the previous day), are exchanged, with the ocean model sending its \(T_1\) and \(\mathbf{V}_1\), and receiving all the air–sea fluxes it needs to integrate over interval \(N\). These fluxes are computed using hourly surface radiation and lowest-level atmospheric state along with the average \(T_1\) and \(\mathbf{V}_1\), from the preceding interval, \(N - 2\) (two days before). A simple demonstration that the property exchanges are conservative is to ascribe the same calendar time (day) to the ocean \(N\) and atmosphere \(N - 1\) intervals, so that over each time interval (day) both models are forced by the same fluxes.

Both physical and computational considerations support coupling less frequently than the CCSM3 atmospheric time step of 10 min, and running the ocean
model near its maximum possible time step of 1 h. The hourly radiation calculations, the use of bulk transfer coefficients, and the ocean time step sets the minimum sensible coupling frequency at 1 h. Less frequent coupling has some attractions, including less data transfer and more flexibility in the choices of component time steps. The latter stems from the desire to simplify the conservation of heat and salt by having the coupling interval be an exact multiple of both the ocean and atmospheric time steps. Another factor is that synchronization of the annual cycle of solar forcing throughout the coupled system is eased if year boundaries coincide with coupling intervals. These considerations led to the design of the standard CCSM3 with a 1-day coupling interval for the ocean model, while using 1-h coupling intervals for the other components of the coupled system.

Given this daily coupling, it is possible to improve the representation of ocean surface forcing in CCSM3, by distributing the daily net solar radiation, $\mathcal{Q}_s$, received from the coupler over an idealized diurnal cycle. Specifically, at every ocean model time step, the fraction of a day, $t_D$, is computed and the net solar radiation over the time step is given by

$$Q_s(t_D) = f(t_D)\mathcal{Q}_s,$$

where

$$f(t_D) = \begin{cases} 0, & \text{for } 0 \leq t_D < 0.25 \text{ and } 0.75 < t_D \leq 1.0; \\ 4\cos^2[(2t_D - 1)\pi], & \text{for } 0.25 \leq t_D \leq 0.75. \end{cases}$$

The implementation of (2)–(3) precisely conserves the time integral of the shortwave heat flux over a day. The peak value of this idealized solar cycle is $4\mathcal{Q}_s$ at noon ($t_D = 0.5$). This simple, idealized formulation is geared toward the Tropics, where the diurnal cycle is the largest.

With this idealized solar forcing, more realistic representations of the diurnal cycle of mixed layer depth, SST, surface current, and equatorial deep-cycle turbulence are expected, because of comparisons of one-dimensional implementations of the vertical model physics (KPP) to LESs and observations (Large et al. 1994; Large and Gent 1999). The parameterized vertical mixing in the atmospheric boundary layer is similar (Holtslag and Boville 1993), but in CCSM3 it does not see any diurnal ocean variability.

3. Ocean model and numerical experiments

The ocean component of CCSM3 is a Bryan–Cox-type (Bryan 1969), level-coordinate model based on the Parallel Ocean Program (POP 1.4) of the Los Alamos National Laboratory (Smith et al. 1992; Dukowicz and Smith 1994; Smith et al. 1995). The model solves the primitive equations in general orthogonal coordinates in the horizontal subject to the hydrostatic and Boussinesq approximations. The barotropic equation is solved using a linearized, implicit free-surface formulation. This linearization assumption precludes the use of very thin (order a few meters) first-level thickness. The surface layer thickness may vary. However, because the freshwater fluxes are treated as virtual salt fluxes using a constant reference salinity, the global integral of the ocean volume does not change.

The ocean model has 320 (zonal) × 384 (meridional) × 40 (vertical) grid points, and it is referred to as x1lon to reflect its nominal 1° horizontal resolution. The domain is global, including Hudson Bay, the Mediterranean Sea, and the Persian Gulf. The Bering Strait and Northwest passage are open to the Arctic Ocean. The grid is in spherical coordinates in the Southern Hemisphere. In the Northern Hemisphere, the grid North Pole is displaced into Greenland at 80°N and 40°W. The resolution is uniform at 1.125° in the zonal direction, but it varies considerably in the meridional direction. The finest meridional resolution occurs at the equator with 0.27°. It monotonically increases to about 0.53° at 32°S and stays constant farther south. In the Northern Hemisphere high latitudes, the minimum resolution is about 0.38° occurring in the northwestern Atlantic ocean, and the maximum resolution is about 0.64° located in the northwestern Pacific ocean. The vertical resolution is shown in Yeager et al. (2006). It monotonically increases from 10 to 250 m from the surface to a depth of about 2000 m, below which it remains uniform. The minimum ocean depth is 30 m and the maximum is 5500 m.

The Red, Baltic, Black, and Caspian Seas are unconnected marginal seas that receive zero freshwater flux, so that their average salinity (S) remains constant. The excess flux accumulated over each marginal sea is distributed as a surface flux over a neighboring ocean region; namely, the western Arabian Sea, the southeastern North Sea, eastern Mediterranean Sea, and the Barents–Kara Seas, respectively. Thus, these fluxes provide indirect connections to the global circulation. For example, the excess evaporation from the Red Sea...
supplies salt to the surface of the North Sea.

The Gent and McWilliams (1990) isopycnal transport parameterization with a mixing coefficient of 600 m$^2$ s$^{-1}$ is used in the model tracer equations in its skew-flux form (Griffies 1998). The derivation assumes that the square of the isopycnal slope is small, so tapering of mixing coefficients is activated only for slopes greater than 0.3, rather than the more traditional 0.01. The momentum equations use the Large et al. (2001) anisotropic horizontal viscosity, as generalized by Smith and McWilliams (2003). The associated viscosity coefficients differ arbitrarily in the east–west and north–south directions. These two coefficients vary both spatially and temporally depending nonlinearly on the local deformation rate (Smagorinsky 1993), subject to a minimum value of 1000 m$^2$ s$^{-1}$ and numerical constraints. The vertical mixing coefficients are determined using the KPP scheme of Large et al. (1994). As described in appendix A, we use a modified version that ameliorates a shallow bias in the boundary layer depths (HBL). In the ocean interior, the background internal wave mixing diffusivity varies in the vertical from $0.1 \times 10^{-4}$ m$^2$ s$^{-1}$ near the surface to $1.0 \times 10^{-4}$ m$^2$ s$^{-1}$ in the abyss. This increase occurs at about 1000-m depth, as a crude representation of the enhanced deep vertical mixing observed over rough topography (Ledwell et al. 2000). The vertical viscosity is everywhere a factor of 10 (the Prandtl number) larger. The updated double-diffusive mixing is given in appendix A. The solar absorption is specified by spatially varying global fields of monthly mean ocean surface chlorophyll concentration that were derived from satellite ocean color measurements and related to absorption coefficients (Ohlmann 2003; see appendix B). Further details of the ocean model physics and parameter choices can be found in Smith and Gent (2002).

In addition to the CCSM3 control, we consider 3 numerical experiments in this study (Table 1). In C1D, the ocean coupling remains at once a day, but no diurnal cycle effects are included. Like CCSM3, it is initialized with January-mean climatological potential temperature ($\theta$) and $S$ (Levitus et al. 1998; Steele et al. 2001 in the Arctic Ocean) and state of rest, but integrated only for 100 yr. In C1H and C3H, the ocean model is coupled every 1 and 3 h, respectively. They are initialized from year 50 of CCSM3 and integrated for 50 yr to year 100. Both of these cases resolve the diurnal solar cycle explicitly, and the feedback of the diurnal variations of SST on the atmospheric boundary layer is present, but the maximum heating at noon is artificially amplified by a few watts per meter squared, because the cold SSTs from 2 and 6 h earlier, respectively, underestimate the longwave, latent, and sensible cooling at this time of day. Because it has the highest frequency of coupling, C1H can be considered as the best representation of truth. Also, comparisons of C1H, C3H, and C1D solutions are used to document the effects of increased coupling frequency.

The ocean model uses the leapfrog time stepping scheme, and the associated time splitting error is eliminated using a time-averaging step. Without extensive code modifications, there needs to be at least one such averaging time step per ocean coupling interval. Therefore, more frequent coupling can require a larger number of both full and half (averaging) time steps per day (Table 1), such that C1H is about 3 times more expensive than CCSM3. C3H is a less expensive option that is used to determine if the results of C1H can be duplicated with less frequent coupling.

The analysis is confined to the 50-yr period covering model years 50–99. Unless otherwise noted, time-mean fields represent 20-yr averages for years 80–99. For the diurnal cycle analysis, a comprehensive set of output fields is obtained for every model time step (or every hour for C1H) for the first 5 days of all 12 months of a particular year. For this purpose, year 90 was chosen arbitrarily. Consequently, although their 20-yr means are very similar, the year 90 means somewhat differ between the diurnal cycle cases due to interannual variability.

### 4. Ocean drift

A 50-yr integration is obviously not long enough to determine the long-term behavior of the model solutions with great certainty, particularly in the abyssal
ocean and at high latitudes. The former is due to the slow diffusive processes, and the latter is largely due to both the storm track variability and long time scales associated with the sea ice. Nevertheless, because it exhibits important sensitivities to the coupling frequency, we first examine the ocean model drift.

The annual- and global-mean time series for years 50–99 are given in Fig. 1. Both CCSM3 and C1D lose heat at comparable rates (about 0.15 W m$^{-2}$, globally averaged) over the 50-yr period, indicating that the explicit diurnal cycle parameterization in CCSM3 does not affect the heat loss rate compared to omitting it. We note that both CCSM3 and C1D start from the same initial conditions (triangle in Fig. 1) and that C1D does not get as warm as CCSM3 during the first 40 yr (not shown) before they start cooling. In contrast, more frequent ocean coupling results in a reversal of the above cooling trends. Indeed, there is a monotonic increase in heat flux into the ocean from C1D to C1H, which has the largest warming trend with the most frequent coupling. We compute heat flux values of near 0 and 0.26 W m$^{-2}$ for C3H and C1H, respectively, based on the trends between years 80–99.

The time- and horizontal-mean difference profiles for the three major basins and the globe are plotted in Fig. 2 to examine the vertical structure of the drifts in $\theta$. These profiles are obtained by subtracting year 50 means from year 95–99 means for each case. Thus, the positive and negative values indicate warming and cooling trends, respectively, over this 50-yr period. For reference purposes, the CCSM3 year 50 profiles in comparison with the observed climatology are also included in the figure. Here, the southern boundaries of the basins extend to 34$^\circ$S. The Labrador Sea and Greenland–Iceland–Norwegian Seas are included in the Atlantic basin. Finally, all of the Indonesian Throughflow region south of 3$^\circ$S and the region between Australia and New Guinea are included in the Indian Basin.

The global profiles show that the bulk of the warming in C3H and C1H occurs within the upper 1000 m, and the Pacific and Atlantic basins are the primary contributors. Consistent with Fig. 1, the upper-ocean warming is monotonically increasing with increased coupling frequency. This warming, however, represents a further degradation of already too warm (compared to observations) upper-ocean waters. The trends below 1500 m do not differ appreciably among cases because of the relatively short integration lengths. Here, the deep Atlantic and Pacific continue to get warmer and colder, respectively, at similar rates in all experiments, and there are virtually no trends below 3000 m in the Indian Ocean.

The time series of the annual- and global-mean $S$ (not shown) display neither any significant trend differences between cases nor any monotonic behavior, in contrast with the $\theta$ time series. In fact, there are no appreciable global-mean $S$ drifts in any of the cases, and their means at year 99 differ only by $3 \times 10^{-4}$ psu from each other.

5. Ocean mean state

The most prominent and robust effects of the diurnal solar cycle are seen in the tropical oceans. Elsewhere, signals tend to be weaker relative to local variability, and hence difficult to extract from the 50-yr integrations. Arguably, the most important equatorial signal is the time-mean SST across the Pacific. In Fig. 3, the model solutions are compared with the observations of Reynolds and Smith (1994). Here, the model SSTs are time mean and averaged between 0.8$^\circ$S and 0.8$^\circ$N, and the observational line represents an average between 1$^\circ$S and 1$^\circ$N. With the parameterized diurnal cycle in CCSM3, the mean SST is warmer by as much as 1$^\circ$C compared to C1D, and in much better agreement with observations. The close match of C3H and C1H to CCSM3 indicates that the idealized diurnal cycle performs well, and as far as the ocean is concerned it may not be essential for the atmosphere to receive diurnal SST variability. Unfortunately, CCSM3’s poor representation of the seasonal cycle of eastern equatorial Pacific SST anomalies (Large and Danabasoglu 2006) persists in all experiments.

Figure 4 gives the distribution of tropical HBL in CCSM3 compared to C1D, showing that it is about 50% shallower in the central Pacific. Indeed, these differences represent the biggest percentage HBL changes.
due to diurnal cycle anywhere on the globe. There are larger absolute changes in the deep water formation regions in the northern North Atlantic. Both C3H and C1H have similar HBL distributions in the equatorial and tropical regions as in CCSM3. In contrast to the equatorial Pacific, HBL significantly deepens especially between 40°S and 5°N and between 5° and 40°N in the diurnal cycle cases compared to C1D. This deepening is somewhat spatially uniform, and it is likely due to the dominating effects of nighttime convective mixing. With increased coupling frequency, there is also some deepening of HBL, particularly in the Southern and Arctic Oceans. These increases overwhelm the equatorial decreases as reflected in the global-mean HBL val-
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**Fig. 2.** Time- and horizontal-mean potential temperature difference profiles. Year 50 means are subtracted from year 95–99 means to compute the differences. The thin solid lines represent the CCSM3 year 50 minus observed climatology difference profiles. For this difference profile, the upper ocean and 1000-m-depth values extend to 1.85° and −0.69°C, respectively, in the Indian Basin.
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**Fig. 3.** Equatorial Pacific mean SST. The model solutions are averaged between 0.8°S and 0.8°N and years 80–99. The observational line (OBS) from Reynolds and Smith (1994) is averaged between 1°S and 1°N.
values of 45.1, 46.8, 49.1, and 50.5 m for C1D, CCSM3, C3H, and C1H, respectively.

In surface heat and freshwater fluxes, some of the largest differences between the diurnal cycle cases and C1D are again confined to the tropical regions, particularly to the west of the date line in the Pacific. As expected, the warmer SSTs lead to less surface heating of the ocean. We compute time-mean surface heat fluxes of about 62.5 and 68.2 W m\(^{-2}\) for the diurnal cycle cases and C1D, respectively, for the region 5°S–5°N, 120°–280°E. The net shortwave heat fluxes for the same region are about 214.3 W m\(^{-2}\) for the diurnal cycle cases and 216.6 W m\(^{-2}\) for C1D, thus accounting for only about 40% of the total heat flux difference. In the far western Pacific, the mean heat flux differences between the diurnal cycle cases and C1D exceed 30 W m\(^{-2}\). These changes are accompanied by more than 30% higher precipitation in the diurnal cycle cases than in C1D (computed for 5°S–5°N, 130°–180°E). However, this additional precipitation does not cause excessive surface freshening that can lead to warmer temperatures and more precipitation through a positive-feedback mechanism discussed in Large and Danabasoglu (2006) and Yeager et al. (2006), because opposite-signed nighttime signals are quite weak, there is a net diurnal rectification that tends to reduce mean HBL and increase mean SST. To illustrate, diurnal boundary layers in Fig. 5 generally sawtooth between about 20- and 50-m depth, so the daily average HBL is about 35 m. This rectification explains about half the CCSM3 – C1D difference in Fig. 4. The remainder is mostly accounted for by the maximum CCSM3 depth (about 50 m) being about 15 m shallower than C1D HBL. Figure 5 suggests that this bias is due both to the colder and less stratified temperatures of C1D, and to the nighttime deepening being reversed each morning by the stabilizing solar heating before reaching its maximum in CCSM3.

The daytime shallowing of the boundary layer also traps westward (negative) momentum near the surface, leading to a westward acceleration of zonal velocity by about 10 cm s\(^{-1}\) in 6 h. Nighttime convective mixing distributes this momentum deeper, which leads to the increase in westward flow at depth in Fig. 5. This diurnal cycle is generated on top of a background of westward surface flow that diminishes with depth and becomes increasingly eastward down to the core of the EUC at 100 m or deeper. Of most importance to vertical mixing is the vertical shear, which is constant in C1D, but diurnally variable in the upper 50 m of the other cases. There is again a rectification effect due to the diurnal cycle, with stronger mean westward surface flow and stronger vertical shear within the boundary layer.

Now suppose, as suggested by Fig. 5, that the SST rises by \(\Delta S_{SST} = 0.2°C\) over the 6 h centered about noon, then falls by the same amount over the next 6 h. The effect on the daily mean SST would be 25% of \(\Delta S_{SST}\), or 0.05°C. A more precise evaluation of the ef-
fect on mean equatorial SST begins with an evaluation of the temperature stratification anomaly profile,

\[ \Delta \theta(d) = \begin{cases} 
\frac{1}{\rho c_p} \int_{\text{HBL}(t)}^{d} \text{SHF}(t) \, dt, & \text{for } d \leq \text{HBL}(t); \\
0, & \text{for } d > \text{HBL}(t),
\end{cases} \]

(4)

where the ocean transport contributions, exchanges with the ocean interior, and absorption of solar heat flux with depth are excluded. In (4), \( d \) is depth from the surface, \( t \) is time, and \( \rho c_p = 4.1 \times 10^6 \, \text{J} \, \text{C}^{-1} \, \text{m}^{-3} \). Also, \( \text{SHF} \) is the surface total heat flux, and both \( \text{SHF} \) and \( \text{HBL} \), which provides the depth dependence of (4), are spatially averaged in the region 0.8°S–0.8°N, 160°–240°E to capture the primary warming area in the equatorial Pacific. The ensemble-mean profiles for all cases are shown in Fig. 6. Essentially, they are very similar for all diurnal cycle cases, with CCSM3 showing the largest near-surface anomaly, consistent with the larger SST diurnal cycle variation in that case (see below). The negative anomalies below about 25-m depth represent the nighttime cooling of the deeper boundary layer, overcoming the heating due to convective mixing of the warm diurnal mixed layer. In C1D, such anomalies are necessarily absent and the much deeper, well-mixed boundary layer persists without a diurnal cycle.

We can now compute the diurnal cycle rectification on the daily-mean SST in comparison to C1D using

\[ \Delta_r \text{SST} = \Delta \text{SST}_{\text{DC}} - \Delta \text{SST}_{\text{C1D}}, \]

(5)
where DC denotes either C1H, C3H, or CCSM3 and

\[ \Delta SST = \frac{1}{T} \int_{\text{DAYS}} \Delta \theta(d = 0) \, dt, \]  

(6)

with \( T = 1 \) day. In accord with the above 0.05°C estimate from Fig. 5, we obtain 0.056°C, 0.107°C, and 0.067°C for C1H, C3H, and CCSM3, respectively. Thus, these rectification effects are very small compared to the 1°C mean SST difference between these cases and C1D (see also Fig. 7) and cannot account for the warmer mean equatorial Pacific SSTs of Fig. 3. However, based on a recent study by Bernie et al. (2005), we note that this small rectified warming and the diurnal cycle of SST (Fig. 5) are underestimated here by as much as a factor of 4 due to the use of model’s upper-layer temperature for SST. Using an idealized, one-dimensional model, Bernie et al. (2005) show that a temporal resolution of 3 h or better, which is satisfied by our diurnal cycle cases, and a vertical resolution of 1 m are required to capture 90% of the SST diurnal variability.

The most satisfying result is that the idealized solar diurnal cycle of CCSM3 is very successful at reproducing the diurnal cycle characteristics of C1H, more so even than the less frequent coupling of C3H. This is illustrated by considering the probability distributions of binned 12-h differences in surface zonal velocity (dSSu) and SST (dSST) shown in Fig. 7. These differences are obtained on the equator for the longitude range 137°–143°W for 1800–0600 local time, broadly coinciding with the extrema in all fields. The similarity of the means, standard deviations, and distributions between CCSM3 and C1H is striking, as is the improvement of CCSM3 over C1D. As expected in C1D, the mean values are near zero and the standard deviations are much smaller. The C3H distributions tend to fall between those of C1H and C1D, particularly in their means. This degradation relative to C1H is due to the 3-hourly coupling period, over which the model fluxes are averaged, so that extrema are not as well resolved.

Not unexpected are detailed behaviors that differ between C1H and CCSM3 because local feedbacks are suppressed. For example, as a result of suppressed thermal feedback, the diurnal variation in HBL amplitudes is the largest in CCSM3, mostly due to the shallower minimum depths. Also, SST diurnal cycle of 0.28°C peak to peak in CCSM3 is about 20% higher than in both C1H and C3H. Finally, we note that the differences of over 1°C in upper SST between C1H, C3H, and CCSM3 are due to interannual variability, as demonstrated by the similarity of the long-term averages of SST at this location (Fig. 3).

7. Deep-cycle turbulence

In addition to solar radiation, diurnal variations of equatorial SST are also governed by vertical mixing. There have been extensive ocean observations at the equator (e.g., Gregg et al. 1985; Moum and Caldwell 1985; Lien at el. 1995) of a diurnal cycle of turbulence below the mixed layer. This deep-cycle turbulence has been reproduced in LESs (Wang et al. 1998; Skillingstad et al. 1999) and one-dimensional vertical mixing parameterization experiments (Large and Gent 1999). The observations have been concentrated near 140°W, so this is also the location of the model results in Fig. 5. The 12-month ensemble averages of the turbulent fluxes of momentum (\( -w'u' \)) and heat (\( -w'\theta' \)) over the upper 100 m are shown in the bottom half of the figure. Here, the surface values are the kinematic wind stress and nonsolar heat flux, respectively.

The penetration of the diurnal cycles of \( \theta \) and zonal velocity is visible down to about 60 m. A robust characteristic of deep-cycle turbulence is that it penetrates far deeper; to 100 m in CCSM3. This turbulence signal becomes rejuvenated by the onset of convection each night, and at least in the model simulations, the stabilizing effect of heat is overcome by the destabilizing shear, so that the turbulence propagates downward below the mixed layer at the diffusive time scale and reaches its maximum depth sometime during the following day. In the meantime, restratification due to daytime solar forcing confines the surface turbulence in a very shallow upper layer that is separated from the deep-cycle turbulence by a minimum in the turbulent fluxes between 20 and 30 m.

All of the diurnal cycle features described above compare very favorably with the existing observations and the related numerical simulations listed above. Of course some differences in detail are expected, with differing surface fluxes and model transports, and the
coarser vertical resolution being possible causes. The latter is likely responsible for the greater daytime boundary layer depths than the 5 m found in Large and Gent (1999). In addition, relative to C1H the onset of convection is delayed by about 3 h, that is, a coupling interval, in C3H, until about 2100 local time. In CCSM3, the onset of convection appears to be less regular, ranging from 1800 to midnight local time.

Fig. 7. The 1800–0600 local time binned differences for sea surface zonal velocity (dSSu), SST (dSST), turbulent momentum flux at 1.2HBL max depth [d(−w'v')], and turbulent heat flux at 1.2HBL max depth [d(−w'θ')] obtained on the equator for the longitude range 137°–143°W. The bin intervals are 1 cm s^-1, 0.02°C, 0.017 cm^2 s^-2, and 0.67 × 10^-3 cm^-2 °C s^-1, respectively. The bin counts are normalized. In each panel, the means are denoted along the ordinate, and the standard deviations are included.
Large and Gent (1999) attribute these delays to the balance between large shear instability mixing and nighttime surface cooling, without convective deepening.

As an integral measure of the Fig. 5 turbulent fluxes, we show their 60-day mean profiles in Fig. 8. Both fluxes are always approaching zero by 100 m. All cases have very similar momentum flux profiles with negative flux divergences, reflecting the westward acceleration of the prevailing easterly winds. The westward stress is smaller in C1D. In general, there are somewhat larger differences in the turbulent heat flux profiles. As hoped, however, C1H and CCSM3 are more like each other, with their divergences indicating cooling in the upper 40 m and heating below at comparable rates. The C3H profile differs more in the 20–60-m depth range, where the flux divergence is nearly zero. Similarly, there is negligible heating between 40 and 75 m in C1D, but there are rather large flux divergences further down. Figure 8 indicates that the cooling of the upper 40 m due to the divergence of vertical turbulent heat flux is somewhat greater in CCSM3 than in C1D. Therefore, like rectification, vertical heat flux cannot account for the warmer SSTs in the diurnal cycle cases of Fig. 3.

Finally, we again consider the distributions of 12-h binned differences of Fig. 7, but now focus on the 12-h changes in the turbulent momentum \( d(-w'u') \) and heat \( d(-w'\theta') \) fluxes at depth. To highlight the diurnal amplitude variations of deep-cycle turbulence, we subjectively use 1.2 times the maximum daily HBL as the analysis depth. Not only are the average diurnal cycles of fluxes very similar in C1H and CCSM3, but so too are the distributions and standard deviations about the mean. Evidently deep-cycle turbulence is as well represented in CCSM3 as in C1H. With straightforward daily coupling, C1D fails to produce systematic turbulence cycles at depth, and there is only modest improvement in C3H.

8. Role of the atmospheric mean state

The purpose of this section is to explore whether an atmospheric mechanism may lead to the climate mean signal of a warmer equatorial Pacific seen in Fig. 3. To this point, the analysis of the coupled experiments (Table 1) has been unable to fully account for this warming signal, though at least some of the warming can be attributed to rectification (section 6). The remaining fraction of the improvement of the tropical mean state may come about through the mutually cooperative coupled dynamics in the tropical air–sea system, perhaps triggered by the small rectification signal.

To examine, at least qualitatively, such a synergistic relationship between the atmosphere and ocean, it is useful to isolate the atmospheric response to equatorial warming and to identify if any positive feedbacks might be available for the further amplification of the ocean’s response to diurnal cycling. A straightforward method of accomplishing this is to use the CAM3 uncoupled simulations, which have been produced for the diagnostic evaluation of the CAM3 climate (Collins et al. 2006a; Hack et al. 2006), by conditionally sampling these integrations during periods of anomalously warm equatorial SSTs (designated as WARM). To do this we have utilized the output for the five warmest years in the 40-yr sample: 1977, 1983, 1987, 1988, and 1997. An analysis of the differences in the equatorial Pacific surface heat fluxes between WARM and the climatology of surface heat fluxes produced in a simulation with climatological monthly SSTs (designated as CONTROL) is performed.

In the equatorial Pacific, the SST differences between WARM and CONTROL (Fig. 9a) is qualita-
tively very similar to the differences between the diurnal cycle cases and C1D (see Fig. 3) with a fairly broad region of over 1°C warming. We show only the radiative heat flux differences for WARM–CONTROL and CCSM3–C1D in Figs. 9b and 9c, respectively, because the latent and sensible heat flux components act to suppress any warm anomalies in all cases. Both of these difference distributions are dominated by the net shortwave heat flux contributions (not shown). The WARM–CONTROL anomalous fluxes (Fig. 9b) act to reduce the warm SST anomaly. In contrast, in CCSM3–C1D (Fig. 9c), the warm anomaly is reinforced by the positive flux anomalies east of 200°E where more than 15 W m⁻² for the SST and heat flux distributions, respectively, and shading (thin lines) indicates negative differences.

9. ENSO variability

In this section, we investigate if the warmer equatorial Pacific SSTs change the ENSO characteristics of the coupled integrations. Figure 10a shows the Niño-3.4 region (5°S–5°N, 170°–120°W) monthly SST anomaly time series from CCSM3 and observations (Smith and Reynolds 1998). Both time series are detrended and smoothed by a 5-point filter, and are from years 50–99 of CCSM3, and 1950–2000 from the observations. The ranges of the two curves are almost the same, and the standard deviation (SD) values are both 0.81°C (Fig. 10b). This is somewhat fortuitous, because the SD values range between 0.6° and 0.9°C if different 50-yr segments from CCSM3 are considered (Yeager et al. 2006). The SD values from the other experiments are shown in Fig. 10b, showing that C1H and C3H SDs are not significantly different from CCSM3. However, C1D has an SD of 1.2°C, which is significantly larger than in CCSM3 or observations.

Figure 10b also shows the power spectra of the Niño-3.4 SST anomalies from the four model experiments and the observations. The observations show a quite broad frequency peak between 3 and 5 yr that is sig-

![Fig. 9. Annual-mean (a) SST and (b) radiative heat flux differences between the CAM3 integration sampled in warm tropical SST years and a CAM3 control with repeating mean seasonal cycle SSTs and (c) time-mean radiative heat flux difference between CCSM3 and C1D. The contour intervals are 0.25°C and 5 W m⁻² for the SST and heat flux distributions, respectively, and shading (thin lines) indicates negative differences.](image-url)

![Fig. 10. (a) Smoothed (5 point) and detrended Niño-3.4 monthly SST anomaly time series from CCSM3 and observations (OBS). The respective mean seasonal cycles are subtracted. The CCSM3 and OBS are plotted for model years 50–99 and calendar years 1950–2000, respectively; (b) Niño-3.4 power spectra for CCSM3, C3H, C1H, C1D, and OBS. All time series are processed as above. The Welch window is applied afterward. The bin size is 3. The respective standard deviations for the smoothed and detrended anomaly time series are given in parentheses. See text for significance levels.](image-url)
significant at the 99% level. C1D shows a large amplitude peak, reflecting the large SD value, at 2.5 yr. The other cases have power spectra amplitudes that are much more comparable to the observations, but with peaks at even higher frequencies; CCSM3 has a maximum at a period of about 2 yr during this analysis period. Again, all these model peaks are significant at the 99% level.

10. Concluding remarks

The major approximations in the standard air–sea coupling implemented in CCSM3 are that the upper-(lower-) layer ocean (atmosphere) temperature (winds, temperature, and humidity) can be used in surface flux calculations, and that daily coupling combined with an idealized diurnal cycle of solar forcing of the ocean is sufficient. This study evaluates only the latter, and only from the perspective of the ocean simulation. It finds that CCSM3 produces diurnal ocean variability that is nearly identical to cases that resolve the diurnal solar cycle with shorter coupling intervals of 3 h (C3H) and 1 h (C1H). These results represent improvements compared to the previous practice of keeping all ocean forcing, including solar, constant over each day (C1D). For example, essential characteristics of the diurnal cycle of SST, boundary layer depth, zonal velocity, and deep-cycle turbulence are improved in CCSM3 over C1D. Furthermore, the distributions and mean values of 12-h differences for SSTs and the turbulent vertical heat and momentum fluxes obtained at 140°W on the equator agree very well between C1H and CCSM3. This result, and the similarity of ocean mean states, leads to the conclusion that the idealized diurnal cycle of solar forcing in CCSM3 is a valid approach. On the other hand, previous practice, as represented by C1D, produces too much ENSO variability, overly cold equatorial Pacific SSTs, and no diurnal enhancement of the ocean turbulent heat and momentum fluxes associated with deep-cycle turbulence.

Our tropical analysis shows that the most direct effects of the diurnal solar cycle are the expected daytime shoaling of the boundary and mixed layer depths, warming of SST, and surface current acceleration in the direction of the wind. Because opposing nighttime signals are much smaller, there is a net diurnal rectification that tends to reduce the mean boundary layer depth and increase mean SST and westward surface current. This rectification accounts for about half of the reduction in the boundary layer depth. In contrast, a local budget analysis reveals that the rectification of the diurnal heating cycle on the daily mean SST is only 0.05°–0.1°C, much less than the ≈1°C reduction in the equatorial Pacific cold bias of C1D. This 1°C reduction is achieved in both explicit two-way (as in C3H and C1H) and one-way (as in CCSM3) diurnal interaction. A comparison of the surface heat flux differences between CCSM3 and C1D and between atmosphere-only integrations conditionally sampled during periods of anomalously warm equatorial SSTs and a control integration shows a lack of direct atmospheric responses that might be leading to such an amplification. Therefore, it appears that the large-scale air–sea coupling is the prime mechanism in amplifying the rectified SST signals.

The motivation for implementing a simple, conservative diurnal cycle scheme in CCSM3 was to improve the representation of ocean surface forcing within the CCSM3 numerical constraints. The idealized solar cycle has no shortwave heat flux at night, and peaks at 4 times the daily mean value at noon. The peak to peak difference can approach 1000 W m⁻², which dwarfs what might be expected from improving the diurnal cycle of SST. The surface heat flux associated with an extreme 2°C SST signal with 2 m s⁻¹ winds would be about 14 W m⁻² when warming and moistening of the lower atmosphere are considered. Nevertheless, the amplification of small SST signals in the coupled system suggests that accounting for cooling and heating of the very near surface of the ocean may produce significant effects on mean SST, which could have broad, large-scale impacts. Although the cases (C1H and C3H), where the atmosphere sees diurnal variability in SST, are very similar to CCSM3 in the ocean, an even more realistic diurnal cycle of SST may cause significant differences in the atmosphere that could project onto the ocean. However, Rasch et al. (2006) report little improvement in CAM3 variability when subdiurnal time scales are resolved in the surface properties, likely due to problems with the atmospheric convective parameterization. Local responses are also unlikely to improve equatorial Pacific SSTs, because the model SST is already too warm west of 150°E (Fig. 3), and farther east where the cold bias is still large, the necessary low winds are less frequent, at least in CCSM3. In addition to an improved SST, an overall assessment of the importance of the diurnal cycle will also require that other coupling issues be confronted, such as finer upper-ocean resolution, the ≈60-m atmospheric winds, temperature, and humidity in the low-wind conditions favorable to a large diurnal cycle, a global treatment of gustiness, and the SST–radiation time shift.

We find that the inclusion of an idealized diurnal cycle of solar forcing within the ocean model does not alter the ocean model’s global cooling trend, a persistent feature of the past and present CCSM control integrations. In contrast, this cooling trend can be elimi-
nated or even reversed when the atmospheric model feels the SST diurnal cycle through more frequent ocean coupling. Unfortunately, this trend reversal, that is, warming, may not even be desirable, because it occurs within the upper 1000 m globally, where the ocean is already too warm compared to observations. Longer integrations are required to determine if these trend changes are robust features.

Finally, we note that our idealized diurnal cycle is independent of longitude and that everywhere the length of day is 12 h every day of the year. This is geared toward the Tropics where the diurnal cycle is the largest. These shortcomings can be remedied in the future, but doing so is unlikely to change the solutions in the Tropics where CCSM3 already successfully reproduces the mean and diurnal cycle properties of C1H in which the diurnal solar cycle is explicitly resolved.
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APPENDIX A

Modifications to the KPP

This appendix describes the CCSM3 modifications to the KPP vertical mixing parameterization of Large et al. (1994, hereafter LMD). The primary motivation behind these changes is to produce deeper, more realistic, mixed layer depths. The strategy is to make the CCSM3 implementation more consistent with the LMD development, to improve the physical basis, to formulate the numerics to take advantage of oceanic structure, and to remove troublesome pathologies. The most important function of KPP is the diagnosis of boundary layer depth, HBL, from a profile of bulk Richardson numbers, \( Rb_k \), computed at the depth, \( d_k \), of each grid level:

\[
Rb_k = \frac{(B_r - B_k)d_k}{|V_r - V_{sk}|^2 + V_i^2},
\]

where \( B_k \) (\( B_r \)) and \( V_{sk} \) (\( V_i \)) are the level \( k \) (near-surface reference) buoyancy and velocity, respectively, while \( V_i \) is parameterized turbulent shear. The depth where \( Rb \) first reaches a critical value, \( Ri_c = 0.3 \), is HBL.

In our B-grid implementation, \( Rb \) is computed at the T-grid points and previously the resolved shear squared, \(|V_r - V_{sk}|^2\), was taken as the average over the four neighboring horizontal velocity points. In order for HBL to better represent the maximum vertical penetration of turbulent boundary layer eddies anywhere in a grid cell, this shear is now taken to be the maximum from these four velocity points. The larger shear reduces each \( Rb_k \) and hence increases HBL, but typically only by 1–2 m.

Since \( B_n \), \( B_r \), and \( d_k \) are all well defined, the only other way of decreasing \( Rb \) is to increase

\[
V_i^2 = \gamma C_v R_i^{-1} d_k N w_c,
\]

where \( \gamma \) is a constant defined by LMD. In LMD, the above buoyancy frequency, \( N \), is that of the interior below HBL. Therefore, it is now based on the density differences between levels \( k \) and \( k + 1 \), instead of between \( k - 1 \) and \( k + 1 \), and hence is generally greater. The turbulent velocity scale, \( w_c \), usually equals the friction velocity at the surface and increases in unstable forcing over the uppermost 10% of the boundary layer, then is held constant below in order to avoid excessively large values as depth increases. For consistency, a similar constraint is now applied in stable forcing that limits the decrease in \( w_c \) with depth, and hence increases \( V_i \). The effectiveness of these two increases is severely limited by the physical constraint that in pure convection the entrainment buoyancy flux should be 20% of surface flux, which is enforced by empirically determining \( C_v \). As \( N \) and \( w_c \) are increased, \( C_v \) tends to decrease. Conceptually, \( C_v \) is the ratio of the interior \( N \) to the buoyancy frequency at the entrainment depth and until now has been set to 1.8. However, a series of experiments for our CCSM3 implementation suggests a dependency on \( N \), particularly for small \( N \):

\[
C_v = \begin{cases} 
2.1 - 200N, & \text{for } N \leq 0.002s^{-1}; \\
1.7, & \text{otherwise}. 
\end{cases}
\]

In total, all the modifications to the computation of \( V_i \) increase the overall HBL by only a few meters.

Far more effective at deepening HBL is a change from linear to quadratic interpolation for determining HBL. The systematic shallow bias resulting from linear interpolation is shown in LMD and reproduced in Fig. A1. Here, idealized buoyancy and velocity profiles are assumed to give a profile of \( Rb \) with \( Rb = 0 \) down to a mixed layer depth of \( h_{mix} \), and increasing incrementally by 0.3 (= \( Ri \)) every 2 m below, so that HBL (thin solid line) is always 2 m deeper than \( h_{mix} \). As \( h_{mix} \)
increases through a discrete grid with 10-m spacing, the discrete Rb are taken as averages over the grid cell. Linear interpolation between Rb/H11021 and Rb/H11001 below gives HBL (thick solid line) that is always less than continuous (thin solid line) by an amount that oscillates depending on the positioning of hmix within the grid. The alternative quadratic interpolation recognizes that oceanic properties tend to be linear, if not constant, in the mixed layer. Therefore, a unique quadratic is found from the values Rb and Rb/H11001, and the slope at depth d defined by Rb/H11002 and Rb. The resulting HBL (dotted trace) is now sometimes greater than continuous, always deeper than linear, and less oscillatory. These improvements become more dramatic as the grid spacing increases, as it does with depth in CCSM3.

To demonstrate the impacts of interpolation in coupled simulations, the first 15 yr of CCSM3 was repeated using linear interpolation. Figure A2 compares HBL and mixed layer depth (HMXL), a stability-based characterization of upper-ocean structure (Large et al. 1997) that is usually greater than hmix and HBL. The zonal-mean and time-averaged (for years 6–15) global distributions show an overall deepening of both measures. Deeper values of more than 10 m are common, with the largest increases of more than 30 m occurring in the Southern Ocean. The global-mean values for HBL and HMXL in quadratic CCSM3 are deeper than the linear case by 7.5 and 12.4 m, respectively.

A rare pathology is the occurrence of static instability (N < 0) just below the boundary layer. The resulting large interior mixing coefficients can lead to unphysical behavior when interior and boundary layer mixing are being matched. Therefore, interior convection is now diagnosed only after the KPP boundary layer and other interior mixing profiles have been determined. Another pathology is avoided by only using positive values of the discriminant in the above quadratic interpolation.

The salt diffusivity (κS) for the salt fingering regime of double-diffusive mixing has been modified to reflect the recent observational estimates (St. Laurent and Schmitt 1999) and direct numerical simulations. It is now given by

\[ \kappa_S = \kappa_o \left[ 1 - \left( \frac{R_p - 1}{2.55 - 1} \right) \right]^3, \]

where R_p is the double-diffusion density ratio, and at R_p = 1, the maximum value of \( \kappa_o = 1.0 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} \) is 10 times smaller than in LMD. The falloff with increasing R_p is quite sharp, which limits the effects of double diffusion (Merryfield et al. 1999). Therefore, in a 15-yr sensitivity experiment, the model solutions with no double diffusion differ very little from those of CCSM3. For example, the global- and time-mean HBL and HMXL are shallower by only about 0.2 m without the double-diffusive mixing.

The Ekman and Monin–Obukhov depth computations are rewritten to include only the shortwave radiation absorbed in HBL. These limits can be enforced under stable forcing conditions, but this is not done in our standard implementation. We also use a single pass of a Laplacian filter on HBL to attenuate some two-grid-point spatial noise.
APPENDIX B

Spatially Varying, Monthly Solar Absorption

The absorption of solar radiation in the upper ocean is based on spatially varying, monthly climatologies of chlorophyll inferred from a limited set of satellite ocean color data, spanning the period from September 1997 to November 2001 (Ohlmann 2003). There is a surface absorption and a double-exponential transmission of the remainder, based on empirical fits to atmospheric-oceanic radiative transfer model calculations, validated against in situ radiation and biological data. Chlorophyll is assumed to be uniformly distributed in the vertical. In our present implementation, the transmission coefficients are updated once a month. Compared to the spatially and temporally constant Jerlov Type IB transmission in CCSM2, where the double exponential of Simpson and Paulson (1979) is used, small chlorophyll amounts (from the minimum 0.01 to 0.2 mg m\(^{-3}\)) result in less near-surface absorption and more at depth, while the larger chlorophyll amounts (>0.3 mg m\(^{-3}\)) have more near-surface absorption and less at depth. The mean chlorophyll distribution shows distinct regimes of low amounts in subtropical gyre centers (0.03 to 0.07 mg m\(^{-3}\)) and enhanced amounts along the equator and near coasts (0.3 to 0.6 mg m\(^{-3}\) or larger).

In ocean-only sensitivity experiments, the global values of absorbed flux with the new formulation show a decrease in surface layer solar absorption of order 12 W m\(^{-2}\) and a corresponding enhancement at depth compared to the Jerlov Type IB transmission. However, there is considerable regional variation. A coupled sensitivity experiment was performed by reintegrating the first 15 yr of CCSM3 using the Jerlov Type IB transmission. The major impacts of the new formulation are evident in the upper 400-m zonal-mean potential temperature differences of Fig. B1. Here, the global differences are based on the time-mean distributions for years 6–15. The tropical and subtropical upper-ocean waters show broad warming below the surface, locally exceeding 0.8°C, and a corresponding surface cooling of about 0.2°C. This destabilizing effect is accompanied by deepening of the boundary layer by about 5 m on average. The equatorial and coastal warming signals of about 0.3°C in SST present in the ocean-only experiments with this new formulation (not shown) are too anemic to be detected above any SST changes associated, in particular, with ENSO variability in coupled experiments.
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