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ABSTRACT

Climate change from increased greenhouse gases arises from a global energy imbalance at the top of the atmosphere (TOA). TOA measurements of radiation from space can track changes over time but lack absolute accuracy. An inventory of energy storage changes shows that over 90% of the imbalance is manifested as a rise in ocean heat content (OHC). Data from the Ocean Reanalysis System, version 4 (ORAS4), and other OHC-estimated rates of change are used to compare with model-based estimates of TOA energy imbalance [from the Community Climate System Model, version 4 (CCSM4)] and with TOA satellite measurements for the year 2000 onward. Most ocean-only OHC analyses extend to only 700-m depth, have large discrepancies among the rates of change of OHC, and do not resolve interannual variability adequately to capture ENSO and volcanic eruption effects, all aspects that are improved with assimilation of multivariate data. ORAS4 rates of change of OHC quantitatively agree with the radiative forcing estimates of impacts of the three major volcanic eruptions since 1960 (Mt. Agung, 1963; El Chichón, 1982; and Mt. Pinatubo, 1991). The natural variability of the energy imbalance is substantial from month to month, associated with cloud and weather variations, and interannually mainly associated with ENSO, while the sun affects 15% of the climate change signal on decadal time scales. All estimates (OHC and TOA) show that over the past decade the energy imbalance ranges between about 0.5 and 1 W m\(^{-2}\). By using the full-depth ocean, there is a better overall accounting for energy, but discrepancies remain at interannual time scales between OHC- and TOA-based estimates, notably in 2008/09.

1. Introduction

With increasing greenhouse gases in the atmosphere, there is an imbalance in energy flows in and out of the earth system at the top of the atmosphere (TOA): the greenhouse gases increasingly trap more radiation and hence create warming (Solomon et al. 2007; Trenberth et al. 2009). “Warming” really means heating and extra energy, and hence it can be manifested in many ways. Rising surface temperatures are just one manifestation. Melting Arctic sea ice is another. Increasing the water cycle and altering storms is yet another way that the overall energy imbalance can be perturbed by changing clouds and albedo. However, most of the excess energy goes into the ocean (Bindoff et al. 2007; Trenberth 2009). Can we monitor the energy imbalance with direct measurements, and can we track where the energy goes? Certainly we need to be able to answer these questions if we are to properly track how climate change is manifested and quantify implications for the future.

Therefore, key issues for Earth from an overall energy standpoint are the actual energy imbalance at the TOA and surface and their changes over time. Many other scientific problems of interest relate to the storage and movement of energy, including the exchanges among the climate system components (atmosphere, ocean, land, and cryosphere) and the changes in phase state, especially of water involving latent energy (ice, liquid, and vapor). Tracking how much extra energy has gone back to space (Murphy et al. 2009) and where this energy
has accumulated is possible, apparently with reasonable closure for 1993–2003 (Bindoff et al. 2007; Trenberth 2009), but has been problematic in recent years (Trenberth and Fasullo 2010). Over the past 50 years, the oceans have absorbed about 90% of the total heat added to the climate system while the rest goes to melting sea and land ice, warming the land surface and warming and moistening the atmosphere. Because carbon dioxide and other greenhouse gas concentrations have further increased since 2003, increasing radiative forcing to the tune of about 0.3 W m\(^{-2}\) decade\(^{-1}\) (Solomon et al. 2007), the amount of heat subsequently being accumulated should be even greater, assuming the other external radiative forcing and the climate response remain unaltered. However, it is offset somewhat between 2005 and 2010 by reduced solar irradiance during a low sun-spot activity period (Trenberth 2009; see Fig. 2 presented later) and perhaps by changes in atmospheric aerosols and stratospheric water vapor (Solomon et al. 2010, 2011; Vernier et al. 2011). Moreover, natural variability, notably El Niño–Southern Oscillation (ENSO) and other influences also play a role. Here we explore the extent to which we can assess the actual energy imbalance and its changes over time.

Quantifying the absolute energy imbalance requires a level of accuracy not available from any direct measurements whether from satelliteborne instruments (e.g., Loeb et al. 2009) or others. It can be estimated from climate model simulations, which in turn require validation to provide confidence in their results, and the results also depend on the veracity of the specified climate forcings. It can also be estimated by an inventory of the rates of changes of energy stored in all components of the climate system, the most important of which is the ocean and thus changes in the ocean heat content (OHC).

The changes in TOA energy imbalance over time do not require accurate knowledge of the absolute values, but rather they require a consistent stable set of instrumental measurements with adequate precision. That is, they may be biased in some, perhaps unknown, way. While the planetary imbalance at TOA is too small to measure directly from satellite, instruments are far more stable than they are absolutely accurate with calibration stability <0.3 W m\(^{-2}\) decade\(^{-1}\) (95% confidence) (Loeb et al. 2009). Tracking relative changes in Earth’s energy flows by measuring solar radiation in and infrared radiation out to space, and thus changes in the net radiation, seems to be at hand from the current spaceborne instruments called Clouds and the Earth’s Radiant Energy System (CERES) (Wong et al. 2009). The changes of energy anomalies can be compared with other methods, including from the inventory method and model simulations, as reported here.

Historical subsurface ocean observations (see section 2) come from a sparse unevenly distributed set of mainly subsurface temperature data collected by a large, disparate, and changing mixture of instruments with diverse accuracies and biases. Expendable bathythermographs (XBTs) were the main source from the late 1960s to 2004, but because depth or pressure of observations were not measured, issues in drop rate and its corrections plague these data and attempts to correct them result in varied outcomes. By 2005 the ocean observing system had reached new capabilities, as some 3000 Argo floats populated the ocean for the first time to provide regular temperature soundings of up to the upper 2000 m, giving new confidence in the OHC assessment. Hence, in the ocean for OHC, the pre-Argo and post-Argo eras may not be compatible for inventory analysis in determining changes over time. Other observing systems in place can nominally measure the major storage and flux terms, but owing to errors and uncertainty, it remains a challenge to track anomalies with confidence (Trenberth 2009; Trenberth and Fasullo 2010). Indeed, discrepancies between perceived changes in OHC and total energy on Earth and the inferred changes from CERES measurements became a matter of concern and known as the “missing energy” problem (Trenberth and Fasullo 2010; Loeb et al. 2012).

The global energy imbalance, however, is not constant in time, owing to the complexity of various climate forcings and also because of natural variability. For instance, ENSO fluctuations cause changes in heat storage in the ocean and there is a mini global warming at the end of El Niño events, as heat comes out of the ocean and is eventually radiated to space (e.g., Trenberth et al. 2002). The main natural externally forced variations are those from volcanic eruptions, such as from Mt. Pinatubo in 1991 (Trenberth and Dai 2007). Church et al. (2005) attempted to determine the volcanic signal, defined by an early generation climate model, in the sea level and uncorrected OHC record. Even the modest changes in total solar irradiance (TSI) with the sunspot cycle have a signature in the TOA energy imbalance. Many OHC datasets do not resolve these adequately, but a new ocean reanalysis from the European Centre for Medium-Range Weather Forecasts (ECMWF) called the Ocean Reanalysis System, version 4 (ORAS4) (Balmaseda et al. 2013a,b), shows ENSO- and volcanic-related OHC variability and is explored in detail here. Ocean reanalyses also help overcome many of the difficulties with an inhomogeneous observing system through bias corrections, use of multiple variables in the context of dynamical constraints, and by improved gap filling in space and time.

Section 2 discusses the different sources of information on the global energy imbalance. These include climate
model results and OHC-based estimates. It details strengths and issues with the OHC data, and especially in how to obtain rates of change of OHC. It then compares different estimates of OHC rates of change with the model-derived TOA values, quantifying the interannual variability and amplitude/timing of volcanoes. Section 3 presents the comparison for the last decade between OHC and CERES estimates of the imbalance. The conclusions are presented in section 4.

2. The global energy imbalance

a. Climate system energy inventory

Extensive use has been made of conservation of energy and the assumption that on a time scale of years, the change in heat storage within the atmosphere is very small (Trenberth et al. 2009). The net radiation at TOA $R_T$ is the sum of the absorbed solar radiation (ASR) minus the outgoing longwave radiation (OLR): $R_T = ASR - OLR$. In turn, the ASR is the difference between the incoming solar radiation and the reflected solar radiation.

Fasullo and Trenberth (2008a) provided an assessment of the global energy budgets at TOA and the surface, atmosphere, ocean, and land domains based on a synthesis of satellite retrievals, atmospheric reanalysis fields, a land surface simulation, and ocean temperature estimates. As well as Earth Radiation Budget Experiment (ERBE) data, they made use of the CERES measurements that became available part way through 2000 and assessed their differences. By exploiting both climate models and changes in OHC, Trenberth et al. (2009) deduced the imbalance to be 0.9 W m$^{-2}$ for the early 2000s, with 90% confidence limits of ±0.5 W m$^{-2}$. Note that these estimates were made long before any of the results in Fig. 1 (presented below) were generated. Fasullo and Trenberth (2008b) evaluated meridional atmospheric energy transports for ocean, land, and global domains, while Trenberth and Fasullo (2008) provided an observationally based estimate of the mean and annual cycle of ocean energy divergence, and a comprehensive assessment of uncertainty. At that time, changes in OHC were the biggest source of errors. Trenberth et al. (2009) synthesized results into an updated global energy flow diagram and, to understand the
sources of error and the discrepancies among estimates, a breakdown of the budgets into land and ocean domains, and the annual and diurnal cycles, was considered.

Trenberth (2009) provided a more complete inventory of all the components of the climate system and changes in the sun, and their contributions to both global energy storage change and sea level rise. This included tracking the slight decrease in solar insolation from 2000 until 2009 with the ebbing 11-yr sunspot cycle (Trenberth 2009). While there was a reasonable accounting for the energy imbalance and sea level rise from 1993 to 2003, there was a shortfall in accounting for the energy imbalance in the more recent period from 2004 to 2008. This led to the concept of missing energy as detailed in Trenberth and Fasullo (2010). In particular, in 2008/09 CERES observations showed an increase in the TOA energy imbalance just at the time the surface temperatures and upper OHC were below averages over recent years, highlighting the question of “where did the energy go?” Several more recent studies have weighed in on this issue, as discussed below.

An observed change of $5–12 \times 10^{22} \text{J decade}^{-1}$ in OHC in the 2000s (section 2c; Fig. 4) corresponds to $0.3–0.75 \text{W m}^{-2}$ global heating, and this can be compared with estimates of the amount of heat taken, in units of $10^{22} \text{J decade}^{-1}$, to (i) melt Arctic sea ice (1 unit); (ii) melt ice sheets of Greenland and Antarctica (1.5 units); (iii) melt total land ice (2–3 units); (iv) warm land (2 units); and (v) warm and moisten the atmosphere (1 unit). Summing all of these and adding 1 to 2 for the rest of the sea ice gives 8 units compared with 50–120 for the ocean (based on Trenberth 2009). Hansen et al. (2011) assessed the nonocean components of the energy balance as about $0.07 \text{W m}^{-2}$ in the 2002–07 period or about 11 units, with the main difference being a larger land contribution (4 units). Nonocean contributions were much lower in earlier decades, averaging about $0.02 \text{W m}^{-2}$ in the 1980s and $0.04 \text{W m}^{-2}$ in the 1990s (Hansen et al. 2011). Accordingly, changes in OHC dominate.

b. Model results

To set the stage, Fig. 1 shows the results for $R_T$ (down) from the National Center for Atmospheric Research (NCAR) Community Climate System Model, version 4 (CCSM4) (Gent et al. 2011), from eight ensemble members of runs for the past 155 years (1850–2005), with specified external forcings from changing atmospheric composition and the sun (Ammann et al. 2003). Included are natural variations from volcanic aerosols as well as increasing greenhouse gases and changing stratospheric aerosols from human activities. However, effects of minor volcanic eruptions after Mt. Pinatubo in 1991 (see Vernier et al. 2011) are not included. The total solar irradiance varies and fluctuates by a range of about $1 \text{W m}^{-2}$ over recent sunspot cycles. To convert these variations into radiative forcing requires dividing by the ratio of the cross section area ($\pi r^2$, where $r$ is the Earth’s radius) to the area of the surface ($4\pi r^2$) and thus a factor of 4 and allowing for the 30% or so reflected. Radiative forcing fluctuations computed from the Total Irradiance Monitor (TIM) (University of Colorado) measurements of TSI, with a 27-day running average (to accommodate the sun’s rotation) and multiplied by 0.7/4 to allow for an approximate albedo effect (Fig. 2), show variations ranging over about $0.15 \text{W m}^{-2}$.

The model replicates the global mean temperatures over this period (Fig. 1) reasonably well (not shown), although the trend is slightly larger than observed as there are no indirect effects of aerosols on clouds included (Gent et al. 2011). The eight ensemble members have modest variations from one to the other owing to natural variability. Standard deviations of monthly means
among the ensemble members (Fig. 1) average 0.62 W m$^{-2}$ (averaged over all 156 years). However, Fig. 1 also shows the individual CCSM4 runs as 12-month running means, and these variations nearly all fit within the envelop of the 1-month standard deviations, with a standard deviation (of the 12-month running means) about the ensemble mean of 0.25 W m$^{-2}$ and a reduction in monthly variance by a factor of 6.2. This suggests that a lot of monthly variability is random, with an autocorrelation time scale of only a few months, and is associated with weather noise and transient variations in clouds. The model monthly and interannual variability compares well with those of CERES (0.62 and 0.28 W m$^{-2}$ for total and interannual, respectively, estimated for the period March 2000–June 2012), although the CERES interannual signal also includes variations in the forcing, such as from the changing TSI.

Nevertheless, there are strong variations over time associated with the external radiative forcings of the model. Of particular note are the sharp drops associated with volcanic eruptions, embedded within the overall positive trend after about the early 1960s rising to a consistent energy imbalance in the 2000s of about 0.9 W m$^{-2}$. Variations among the ensemble members over decadal time scales (Fig. 1) are mostly within ±0.1 W m$^{-2}$, of the same order as other variations in solar forcing.

Figure 1 highlights the volcanic eruptions after 1960 in the lower panel: Mt. Agung (February–March 1963), El Chichón (March–April 1982), and Mt. Pinatubo (June 1991), as well as some more minor events. In CCSM4 the volcanic perturbations were based on the idealized reconstructions from Ammann et al. (2003), using estimates of the total amount of sulfate released by each eruption and a built-in consistent meridional spread and decay of volcanic aerosol at monthly resolution taking into account the seasonally changing stratospheric transport. The profile of aerosol forcing for the El Chichón eruption in the 1980s averaged at 18$^\circ$N is shown in Fig. 3, and this can be compared with direct measurements of changes in solar radiation at Mauna Loa (e.g., Deluisi et al. 1983; Dutton and Bodhaine 2001), where the masking occurred very rapidly following the eruption. For El Chichón, the peak aerosol at 18$^\circ$N in the CCSM4 runs was not until September, which is some 6 months after what actually occurred. As we show later (section 2d), this places the timing of CCSM radiative forcing at odds with changes in observed OHC for this eruption.

c. OHC

A compilation of annual values of OHC for the top 700 m of the ocean from several sources is given by Balmaseda et al. (2013a) and updated in Fig. 4. The following introduces the many analyses and their findings, although a more thorough review is given in Abraham et al. (2013). The data and their corrections vary considerably, but in addition, analysis methods and periods also vary, so that there remain surprisingly large differences among the different estimates. The next subsection examines rates of change of OHC (also given in Fig. 6). Here we focus on the extent to which the results seem useful and realistic, and we ask the question of whether the known climate forcings are reflected in the OHC results. The figures presented here place the findings in context.

Major corrections to XBTs since the Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC AR4) (Bindoff et al. 2007) removed a lot of spurious decadal variability in the record (Domínguez et al. 2008; Ishii and Kimoto 2009; Levitus et al. 2009; Gouretski and Reseghetti 2010). Xue et al. (2012) compared OHC estimates for the top 300 m of the ocean, mainly compiled for operational monitoring purposes, and found shortcomings although with reduced uncertainty after 2005. Lyman et al. (2010) assessed various methods and datasets related to OHC changes over time for the top 700 m. They estimated average 1993–2008 heat gain as 0.64 ± 0.11 W m$^{-2}$, where the uncertainty range is the 90% confidence interval. According to Hansen et al. (2011), the Lyman et al. (2010) upper-ocean heat yields a planetary energy imbalance of 0.80 W m$^{-2}$ when taking account of the other components of the climate system (deeper ocean, melting sea ice, glacial ice, etc.). Levitus et al. (2009) found smaller heat gains in the upper 700 m of 0.41 W m$^{-2}$, yielding a planetary energy imbalance of only 0.57 W m$^{-2}$, according
to Hansen et al. (2011). Johnson et al. (2012) update the Lyman et al. (2010) values through 2011 and account for some quality control issues to find a linear warming rate of about 0.48 W m\(^{-2}\) for 1993–2011; however, they indicate a much sharper rate of increase in the Hadley Centre (Palmer et al. 2007) OHC from 2001 to 2005.

Figure 4 presents a compilation of the main available OHC from 0 to 700 m, referenced to the recent data rich Argo period of 2005–09, which is set to 15 \(\times\) \(10^{22}\) J. There are clear upward trends in upper OHC after 1970. Sampling uncertainties are reduced over time (Domingues et al. 2008), and 1\(\sigma\) standard error in OHC for the top 700 m in \(10^{22}\) J ranges among 5.6 in 1960, 2.7 in 1970, 2.1 in 1980, 1.8 in 1990, 1.5 in 2000, and 1.4 in 2003. Lyman et al. (2010) estimate the total sources of error more thoroughly and conclude that the standard error of the mean goes from about 1.5 in the 1990s to 2.6 in 2000 and 1.2 \(\times\) \(10^{22}\) J in 2008. The increased uncertainty about 2000 arises from fewer calibrations and the transition of XBTs to Argo floats. Gouretski et al. (2012) also assess uncertainties for the upper ocean and show a large decrease after 2005. Others included in Fig. 4 are updated from the Hadley Centre (Palmer et al. 2010), Japan Meteorological Agency (JMA; Ishii and Kimoto 2009), the World Ocean Atlas (WOA; Levitus et al. 2012), and Willis et al. (2008, 2009).

Von Schuckmann and Le Traon (2011) found heat gain based on OHC trends using Argo data of 0.31 W m\(^{-2}\) for depths to 700 m averaged over the entire planet for 2005–10 and 0.41 W m\(^{-2}\) for depths of 0–2000 m. Hansen et al. (2011) built on these and Lyman et al. (2010) values to estimate the planetary energy imbalance as 0.80 \(\pm\) 0.20 W m\(^{-2}\) for 1993–2008 and 0.58 \(\pm\) 0.15 W m\(^{-2}\) for 2005–10, with estimated 1\(\sigma\) standard error. The nonocean component rose to about 0.07 W m\(^{-2}\) in the 2002–07 period or about 13% of the total. Argo data have also been analyzed by Roemmich and Gilson (2009, 2011) and Willis et al. (2008, 2009). However, Argo data are incomplete in spatial coverage, with gaps over the Indonesian region, the Gulf of Mexico and Caribbean, the Mediterranean Sea, the Sea of Japan, and similar marginal areas, as well as the entire Arctic Ocean.

Unsampled regions in Levitus et al. (2009, 2012) and Gouretski et al. (2012) are assumed to have zero anomalies, and the latter show how resulting sampling errors are problematic in earlier decades. Gregory et al. (2004) showed the sensitivity of results to infilling methods. The assumption of zero anomalies is highly questionable because the climate is changing, and a better approach is to base the first guess on the global or zonal averages of all other observations (Hurrell and Trenberth 1999), as done in some form by Palmer et al. (2007), Lyman and Johnson (2008), and von Schuckmann and Le Traon (2011).

Domingues et al. (2008) and Church et al. (2011) use a reduced set of spatial functions derived from satellite altimeter sea level measurements and thermal expansion observations to analyze sea level and converted a thermosteric component to OHC. Church et al. (2011) estimated an ocean heat uptake of only 0.31 W m\(^{-2}\) for 1993–2008, based on a total OHC increase of 79.4 \(\times\) \(10^{21}\) J made up of 45.9 (0–700 m; 58%), 20.7 (700–3000 m; 26%), and 12.8 (from 3000 m to the bottom; 16%) \(\times\) \(10^{21}\) J, and this is 91.6% of the total of 86.7 \(\times\) \(10^{21}\) J when other climate system components are included (0.34 W m\(^{-2}\)).

Hence, there are large disparities among analyses (Lyman et al. 2010) in part owing to how data missing in space and time are infilled, although these are reduced after 2005 in the Argo era. Rates of change vary a lot...
with the period sampled, but many variations likely are real. All estimates in Lyman et al. (2010) are obtained by statistical interpolation of ocean observations. Model-based data assimilation provides a means to utilize a much richer multivariate database and greatly improves the dynamical consistency and temporal and spatial resolution of the results. Another key issue is the contribution from the deep ocean. Gille (2008) shows how the top 1000 m of ocean has warmed in the Southern Hemisphere. Johnson et al. (2007) and Purkey and Johnson (2010) found the abyssal ocean (below 4000 m) gaining heat at 0.027 ± 0.009 W m$^{-2}$ (average for entire globe) in the past 3 decades (95% confidence interval), while from 1000 to 4000 m the rate was 0.068 ± 0.062 W m$^{-2}$. Kouketsu et al. (2011) assimilated temperature and salinity data into an ocean general circulation model and found a global increase of $0.8 \times 10^{22}$ J decade$^{-1}$ (0.05 W m$^{-2}$) for depths exceeding 3000 m for the 1990s–2000s. A recent WOA OHC estimate (Levitus et al. 2012) is nominally for 0–2000 m, but in reality covers the depth range to 1750 m and pentadal (5 yr) values are provided so that volcanic eruption and reality covers the depth range to 1750 m and pentadal (Levitus et al. 2012) is nominally for 0–2000 m, but in

differences between truncating the analysis at 700-m extended to the full-depth ocean and explore the

1990s to early 2000s with some leveling off after 2005. However, Balmaseda et al. (2013b) show a growing disparity between the OHC changes in the upper 700 and 0–2000 m after 1998. The ORAS4 was produced by combining, every 10 days, the output of an ocean model forced by atmospheric reanalysis fluxes with quality controlled ocean observations. These consist of temperature and salinity ($T$ and $S$) profiles from the Hadley Centre’s EN3 dataset and altimeter-derived along-track sea level anomalies, while gridded maps of SST are used to adjust the heat fluxes via strong relaxation; see Balmaseda et al. (2013a,b) for details. The ocean model horizontal resolution is approximately 1°, refined meridionally to $1/8$° at the equator. There are 42 vertical levels varying smoothly from 10 m at the surface to 300 m at the bottom, with partial cell topography. Bias corrections are applied, and five ensemble members are generated to sample plausible uncertainties in the wind forcing, observation coverage, and the deep ocean. The main estimates of OHC are for the top 700 m of the ocean, and these can be compared, as in Balmaseda et al. (2013a) (Fig. 4). Here it is evident that the ORAS4 estimates are consistent with other estimates overall but there are marked differences in any individual year. Larger rates of increase are apparent in several estimates from the late 1990s to early 2000s with some leveling off after 2005.

An advantage of ORAS4 is that it can also be readily extended to the full-depth ocean and explore the differences between truncating the analysis at 700-m depth (Fig. 5) (Balmaseda et al. 2013b). For ORAS4 we also make use of the monthly data after 1980 to examine the rates of change of OHC in more detail for the five ensemble members of ORAS4. The overall OHC changes for the top 700 m and total depth (Fig. 5) (Balmaseda et al. 2013b) reveal how the ocean below 700 m has contributed significantly in the past decade to OHC. Here the zero corresponds to the 1958–65 base period. The main contributions below 700 m come from the layer above 2000-m depth.

d. Rates of change of OHC

To evaluate the contributions of changes in OHC to the TOA energy imbalance, it is necessary to differentiate the values to produce rates of change in watts per meter squared. This tests the OHC constructions in ways often not intended by the originators, and how continuity and smoothing in time were ensured make for differences. This process can also be regarded as a high-pass filter as it accentuates the high frequencies and noise. As most OHC values available are annual values, which inherently contain some noise over the arbitrariness of the start and end points and coming and going of observations, it is not surprising when either simple or centered differences result in huge interannual variations. To avoid this, for some analyses the differences are subsequently smoothed with a 1–2–1 binomial filter, which removes the 2-delta fluctuations. The Domingues et al. (2008) values were not annual, but included a 3-yr running mean, and hence these derivatives were not further smoothed. For ORAS4 we exploit the monthly values to examine effects of alternative methodologies for computing the tendencies. Monthly ORAS4 values are valid midmonth, and 12-month differences are taken to remove annual cycle influences.

The collection of results for rates of change of OHC for the top 700 m (Fig. 6) has ORAS4 in the top panel showing that the effects of going from a 12-month running mean to an annual mean mutes many important details, and further detail and amplitude is lost in smoothing. The lower panel, however, reveals that even with smoothing there is a lot of noise, and the unsmoothed rates of most time series are not tenable. ORAS4 is less noisy and has more persistence than the other time series, especially for the ensemble mean. One might hope to see both ENSO and volcanic signals, although neither are well resolved with annual-mean data, as shown by the top panel. A guideline as to the timing of the volcanic signatures is also given in the bottom panel of Fig. 6 for the Mt. Agung (February–March 1963), El Chichón (March–April 1982), and Mt. Pinatubo (June 1991) eruptions with an 18-month window marked.
As can be seen from the OHC time series themselves (Fig. 4), there is not much consistency among the rates of change of OHC (Fig. 6). Most values tend to be higher after 1993, reflecting the strong OHC upward trends. Nearly all OHC values suggest a distinct cooling in 1963 with Mt. Agung. Several values are also negative for El Chichón but the timing varies, while JMA and perhaps WOA have a modest dip for Mt. Pinatubo, as was also noted by Church et al. (2005). Magnitudes are less than 1 W m\(^{-2}\), which is to be expected given the temporal resolution and smoothing. It is evident that annual-mean data are insufficient for sorting out interannual variability. Figure 6 helps put the discussion of the literature (section 2c) in context and cautions on choosing a single value for rates of change. The largest uncertainty in the decadal OHC rate of change happens between 1993 and 2005 in the transition from XBTs to Argo.

The lower panel of Fig. 5 shows the ORAS4 rates of change computed for the full globe for both 0–700 m and the full-depth of the ocean. Here the rates are computed from a 12-month running mean of the centered differences. Accordingly, there is leakage from a step function change such as a volcanic event, and the sharp drop that apparently occurs beginning late 1981 in fact is a consequence of a sharp drop in March 1982. Nevertheless, the abrupt coolings in 1982 and 1992 associated with the volcanic eruptions are clearly evident in ORAS4 in Fig. 5. Here the drop following Pinatubo of \(5 \times 10^{22} \) J is larger than the \(3 \times 10^{22} \) J found by Church et al. (2005).

The rates of change for the two layers are quite similar until the early 1990s, but they diverge after 1998 with the total depth ocean values higher by 0.21 W m\(^{-2}\) on average for the 2000s. While information about El Chichón in ORAS4 comes mainly from the subsurface ocean measurements, SST plays a more prominent role for Pinatubo (see Fig. S05 in the supplementary material of Balmaseda et al. 2013b).

When the five-member ensemble results from ORAS4 are compared for the full ocean (Fig. 7) with values expected from CCSM4 in Fig. 1, however, the very distinctive volcanic signatures are seen to have the right order of magnitude and duration. In fact the El Chichón OHC signature precedes that from CCSM4 and this, as shown in Fig. 3, is built into the profile of the delayed
forcing imposed in CCSM4, whereby the peak radiative forcing is in September 1982, some 6 months after the peak loss of radiation measured in Hawaii. However, ENSO (see below) may also be a factor. Nevertheless, there is a distinctive volcanic signal in OHC whose rate of change is quantitatively compatible with that expected from the inferred TOA energy imbalance. It is, however, essential to include the layers below 700 m in this calculation, and it is necessary to have subannual resolution.

At other times, the agreement between the ORAS4 and CCSM4 TOA radiation (Fig. 7) is reasonable. Although quite a few values are outside the one standard deviation CCSM4 values, most are within two standard deviations. From 1994 to 2000 values in ORAS4 are well below CCSM4 values, but they jump to higher than CCSM4 values from 2001 to 2005. A notable departure is the 1997/98 El Niño, which took enormous amounts of heat out of the tropical Pacific Ocean (Balmaseda et al. 2013b). El Niño events (marked on Fig. 7) can be seen as often creating such relative dips, sometimes with a delay in recovery. It is therefore worthwhile exploring the ENSO variability further.

e. ENSO events

The El Niño events, as given by the National Oceanic and Atmospheric Administration (NOAA) oceanic Niño index (ONI), are marked on Fig. 7 by orange bands denoting the duration of each event, based on a threshold of ±0.5°C for the ONI [3-month running mean of SST anomalies in the Niño-3.4 region (5°N–5°S, 120–170°W), calculated with respect to the 1971–2000 base period]. El Niño events occurred concurrently with volcanic eruptions during 1) July 1963–January 1964 versus Mt. Agung eruption February–March 1963; 2) May 1982–June 1983 versus El Chichón eruption March–April 1982; and 3) May 1991–July 1992 versus Mt. Pinatubo eruption June 1991. During the course of an El Niño event, the initial redistribution of ocean heat turns to an ocean loss as the atmosphere warms (Trenberth et al. 2002), and this can often be seen in the change in OHC (Fig. 7).
Hence, we have further examined the evolution of El Niño events throughout the ORAS4 record (Fig. 8). The expected evolution of OHC in ENSO events is largely missing prior to 1992. Most of the tropical Pacific moored array was established throughout 1992/93, and space-based altimetry was also established in late 1992. Accordingly, the observing system was very likely not adequate to properly specify the tropical Pacific OHC in ORAS4 analyses for earlier events. We have therefore focused on the events after that time in the form of composites of their evolution.

A listing of El Niño events, as defined by the ONI and given here by the leading letters of the months after 1992, includes from April–June (AMJ) 1991 to June–August (JJA) 1992 (14 months); from AMJ 1994 to February–April (FMA) 1995 (10 months); from AMJ 1997 to AMJ 1998 (12 months); from AMJ 2002 to FMA 2003 (10 months); from May–July (MJJ) 2004 to January–March (JFM) 2005 (8 months); and from July–September (JAS) 2006 to December–February (DJF) 2007 (4 months).

The amplitude of the ONI variations and the composite mean (Fig. 8, top) is centered with the maximum at time zero, but the amplitudes and durations vary enormously. In the lower two panels the individual events are given for the rates of change of OHC along with the composite mean and standard deviation about that mean for the global ocean (middle) and tropical Pacific Ocean (30°S–30°N, 125°E–100°W) (bottom). These reveal a drop in rates of change of OHC from generally positive 2 or 3 months before the peak event to negative 4 months after the event in the tropical Pacific and a more sustained cooling for the global ocean for up to and even beyond a year after the peak event. The 1997/98 event is exceptional both in terms of the ONI and the magnitude of the change in the Pacific. The 2005 event is less consistent but was also the weakest event.

Clearly the tendency for a reduction in OHC during the course of an El Niño event and the coincidence of these events with the volcanic eruptions confounds the simple interpretation of both, and there are too few events to allow this to be reliably sorted out. While it is possible that there is some spurious variability present in ORAS4, perhaps associated with observing system changes and sampling, it is equally likely that the level of natural variability in CCSM4 may be slightly underestimated on decadal time scales.

3. Changes in energy balance over the past decade: CERES versus OHC

After March 2000, CERES estimates of the TOA radiative imbalance are available, and although there is uncertainty in their absolute calibration, their temporal stability makes them useful to compare with OHC changes over time. The CERES observational record (Fig. 9) reveals that in 2008/09 there was extra TOA energy absorption (Wong et al. 2009). The Niño-3.4 SST index (Fig. 9) reveals strong La Niña conditions near this time, indicating lower than normal SSTs in the tropical Pacific. Temperatures were below normal globally, and January 2008 was the coldest month relative to normal this century. This led to lower OLR, but was accompanied by an increase in ASR, as clouds decreased in amount, leaving a pronounced net heating (>1.5 W m⁻²; cf. Loeb et al. 2009) of the planet for about a year during 2008/09 (Fig. 9). Moreover, as shown above, ocean temperature measurements for 0–700 m from 2005 to 2008 suggested a substantial slowing of the increase in global OHC (Lyman et al. 2010; Levitus et al. 2009) precisely during the time when CERES estimates depict an increase in the planetary imbalance, compounding the disparity. So where did the heat go?
Some heat has gone into the record-breaking loss of Arctic sea ice, and some has undoubtedly contributed to unprecedented melting of Greenland (van den Broeke et al. 2009) and Antarctica (Chen et al. 2009), but these anomalies are unable to account for much of the measured TOA energy imbalance. This apparent discrepancy gave rise to the concept of missing energy (Trenberth and Fasullo 2010). Revisions have occurred in both the CERES and OHC datasets, and the changes to CERES (Trenberth and Fasullo 2011) have reduced the discrepancy by about 15%.

Another interpretation is that there is no missing energy because the error bars were not adequately accounted for, and they are quite big (Trenberth and Fasullo 2011), especially for OHC changes from one year to the next (see above). Loeb et al. (2012) claim that this is the case, yet the error bars in their analysis are somewhat large owing to conflation of the systematic with random error. As noted, the systematic bias is uncertain but CERES drift over the period is relatively small (0.3 W m\(^{-2}\) decade\(^{-1}\); Loeb et al. 2009). Loeb et al. (2012) assigned a one standard deviation uncertainty in CERES net TOA flux for individual years as 0.31 W m\(^{-2}\), determined by adding in quadrature the mean net TOA flux uncertainty of 0.2 W m\(^{-2}\) and a random component from the root-mean-square difference between CERES \textit{Terra} and \textit{Aqua} global annual-mean net TOA flux values that amounts to a standard deviation of 0.24 W m\(^{-2}\). It is this latter value that is more appropriate for use in examining year-to-year variations. Further errors may arise from the absence of short-term weather sampling in CERES.

Figure 10 shows an alternative error analysis with the same three OHC datasets used by Loeb et al. (2012) (plus ORAS4, which is discussed below) for the top 700 m of the ocean. OHC rates of change were computed using the centered differences and a 1–2–1 smoothing [versus a simple one-sided difference in Loeb et al. (2012)], and the error bars are based on Lyman et al. (2010), modified to account for the smoothing. All values correspond to middle of the year estimates, but are offset slightly for plotting purposes. The 12-month running-mean OHC tendencies from ORAS4 for each ensemble member are also given, along with new results.
using Argo data from Willis et al. (2008, 2009). The Argo data seem astray in 2004/05 when the numbers were spinning up (see also Fig. 11). Otherwise there is reasonable agreement.

Rather than compare these directly with CERES, it is important to include the layer below 700 m, as in Fig. 11. Here the full-depth ORAS4 is included along with estimates from WOA down to 2000 m and Argo data from Roemmich and Gilson (2009, 2011) and von Schuckmann and Le Traon (2011) (updated in all cases). Error bars for the latter for OHC are about $\pm 1 \times 10^{22}$ J, which converts to an error bar in rates of change on annual time scales of about $\pm 0.36 \text{W m}^{-2}$. Figure 11 also shows the estimated CERES net TOA imbalance and associated uncertainty, while accounting for a drift in the CERES estimates (0.3 W m$$^{-2}$ decade$^{-1}$) (shaded and dotted red lines). The CERES data are plotted as 12-month running means for consistency, but calibrated to an energy imbalance overall of 0.8 W m$$^{-2}$ (consistent with the overall energy imbalance from ORAS4 for the 2000s, extended to 2011) that could be adjusted up or down somewhat. They are lower than the OHC values for 2000–04 (Figs. 10, 11), but higher in 2008/09 when there remains missing energy that is outside of the error bars. In 2001/02 there are discrepancies on the low side for CERES, while in 2007 and 2009 the discrepancies are on the high side. In 2009, the discrepancy is particularly large relative to OHC uncertainty and exceeds $2\sigma$ in magnitude for both the Lyman and Palmer estimates (Fig. 10) and WOA, Argo, and ORAS4 (Fig. 11), thus exceeding the 5% significance level. Once again the Argo estimates prior to 2005 seem highly suspect. The von Schuckmann estimate does not (yet) include allowance for the top 10 m of the ocean (to be estimated using SSTs) or 1500–2000 m, but these are expected shortly.

ORAS4 (Fig. 11) supports the other OHC analyses that there is strong warming of order 1 W m$$^{-2}$ in the early 2000s and somewhat less in recent years. All estimates support the dip (cooling) in 2007, seen as much weaker by CERES, and they fail to adequately resolve the strong heating in 2008/09 reported by CERES. Varying the assumptions of the mean imbalance between 0 and 1 W m$$^{-2}$ is unable to achieve closure in many years, especially 2002, 2005, 2007, and 2009, depending on the value of the imbalance chosen. In other words, it is possible to fit the CERES values within bounds to match some but not all estimates of OHC change during its period of concurrent coverage, and during many intervals the agreement between ORAS4 and CERES is not strong.

The inability to achieve closure in the late 2000s under reasonable assumptions of the TOA imbalance (0.5–1.0 W m$$^{-2}$) may be attributable to the remaining errors in either CERES or in OHC (e.g., related to biases in sampling, especially in the Arctic Ocean, which is missing...
in all Argo-based analyses) and suggests that some missing energy remains. Yet if the error bars are so big that there is no mismatch, as suggested by Loeb et al. (2012), then the values are not useful for these purposes because they fail to provide a constraint on interannual or longer-term variations in energy in the climate system. In either case, there is a clear need for further improvement in observational and analytical capabilities.

Further, it was postulated that undersampling of the ocean, especially below 700 m and in the deep ocean, may account for the main discrepancy, as it is manifested at only certain times (when La Niña is present). Palmer et al. (2011) show how OHC with depth relates to SST and the importance of the deep ocean in properly assessing the energy imbalance in their model. Meehl et al. (2011, 2013) and Trenberth and Fasullo (2011) explored the extent to which this kind of behavior occurs in CCSM4. Several runs with the model under future emissions scenarios where the radiative imbalance is known exactly and a distinct energy imbalance at TOA was occurring nonetheless featured several stases in surface temperatures for more than a decade. Examination of the energy flows during such intervals for all ensemble members reveals a consistent picture. The net radiation at the TOA \( R_T \) was on the order of 1 W m\(^{-2}\) into the climate system, yet there was a stasis in warming at the surface. Examination of the changes in OHC showed clearly that this was the main sink. Indeed, the full-depth OHC continued relentlessly upward with no hesitation at all. Hence, the missing heat was being deposited mainly below 700-m depth. Moreover, the stasis periods corresponded to La Niña or negative Pacific decadal oscillation conditions. The ORAS4 data seem to confirm this picture, as recently documented (Trenberth and Fasullo 2013). Since 2005, the rate of increase in OHC above 700 m has slowed considerably, but from 0 to 2000 m, the OHC has continued to increase (Figs. 4, 5), and this is also found in other analyses that have recently been extended (Levitus et al. 2012; von Schuckmann and Le Traon 2011), albeit at various rates.

4. Conclusions

From the estimates discussed here, it is clear that the net energy imbalance at TOA varies naturally in response to weather and climate variations, the most distinctive of which is ENSO. It also varies with the sunspot cycle. Moreover, the net TOA energy flux is profoundly influenced by volcanic eruptions (not new) and almost simultaneously, but with some blurring, so too is OHC. All of these influences occur superposed on the climate change signals associated with changes in atmospheric composition.

While previous estimates of OHC changes over time have revealed an overall upward trend, their agreement with regard to interannual and even interdecadal variability has been lacking. An obvious key issue is the extent to which the main large climate signals associated with volcanic eruptions and ENSO are clearly evident in the OHC tendencies. ORAS4 has clear volcanic signals
following Mt. Agung (1963), El Chichón (1982), and Pinatubo (1991) eruptions, but they are not as clear in other OHC reconstructions, in part because of inadequate temporal resolution. Differences further highlight the remaining issues of adequately dealing with missing data in space and time and how OHC is mapped. The ORAS4 product appears to be a substantial advance in these respects. ORAS4 also has some distinctive ENSO signals after 1992 when the ocean observing system in the tropical Pacific improved markedly, consistent with earlier expectations and the more detailed recent analysis of Roemmich and Gilson (2011). The ability of ORAS4 to adequately resolve such signals is a testament to the reanalysis procedure, offering a viable path forward for improved OHC estimation. However, the continuity of reanalyses is still vulnerable to the changing observing system.

After the effects of Mt. Pinatubo died away in about 1994, several estimates (Trenberth et al. 2009; Hansen et al. 2011; Lyman et al. 2010; Balmaseda et al. 2013b) support the view that the energy balance was order 1.0 W m$^{-2}$ from 2000 through 2004. From 2005 to 2010, the quiet sun reduced the energy balance by 0.1–0.15 W m$^{-2}$ (Fig. 2) and there was a noticeable slowing of the increase in OHC above 700-m depth, but not as much as for the full-depth OHC, that has led to reduced estimates of the overall energy imbalance to 0.3–0.8 W m$^{-2}$ in the latter part of the decade. Assessments such as those by Hansen et al. (2011) and Church et al. (2011) suggest that the TOA imbalance has slowed, in contradiction to the CERES measurements. Here we have used ORAS4 to include the contributions to total OHC from the deeper ocean. The analysis has reinforced and refined estimates from Levitus et al. (2012) that the contribution is significant. For the 2000s, with 0.07 W m$^{-2}$ for other components, the total energy imbalance implied by ORAS4 is 0.91 ± 0.10 W m$^{-2}$; this is also about the value preferred by CCSM4 (Fig. 1).

Yet, closure of the observed energy budget over the past 5 years remains largely elusive for interannual variations (Trenberth 2009; Trenberth and Fasullo 2010). While some of the previously missing energy is accounted for, substantial discrepancies between OHC and CERES at interannual time scales persist and are especially prominent during 2008/09. Thus, state-of-the-art observations and basic analysis are unable to completely account for recent energy variability at interannual time scales, since they provide either an incoherent narrative or imply error bars too large to make the products useful. Both TOA radiation and OHC datasets need to be improved further. A vital need exists for OHC datasets of at least seasonal resolution, with care taken to reduce spurious noise, if real variations in nature are to be adequately understood.
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